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UNIFY isn’t only the fastest and 
most powerful of all UNIX*-based 
data base management systems— 
it’s also one of the simplest to use. 
Which is why some 75 percent of 
those who see our manuals and buy 
a DBMS, buy UNIFY. 

UNIFY guides the nonprogrammer 
through data base development with 
minimal steps, comprehensive menus, 
on-line HELP, elementary Query 
By Forms capability, and clear 
documentation. 

UNIFY expedites applications 
development for users of all skill levels 
with features like PAINT, for effort¬ 
less fonns design; SQL, the powerful, 
English-like query language; and a 
menu-handler that lets you quickly 
compile screens, queries and reports 
into menus customized to each user. 

And for the skilled programmer, 
UNIFY offers the most extensive host 
language interface, for limitless flexi¬ 
bility when you need it. 

All of which makes it mighty easy 
to see why UNIFY has been selected 
by more computer manufacturers 
than any other UNIX-based DBMS. 

Judge for yourself. Send for our 
demo kit—disks, tutorial and refer¬ 
ence manuals, all for only $150— 
that shows you how to build virtually 
any application. Contact UNIFY, 
4000 Kruse Way Place, Hike Oswego, 
OR 97034, 503/635-6265. 
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VIEWPOINT 
The performance question 

How do ijou spell performance? 
S-p-e-e-d? 

That seems to be the attribute 
most commonly referred to when 
people speak of how a system de¬ 

livers. In truth, performance en¬ 
tails a good deal more. 

Rather like computing itself, 
the subtleties of performance are 
lost on most users. Apart from the 
vague notion that performance 
somehow means “bigger” or “fas¬ 
ter”, many wouldn't recognize 
the best machines for their needs 
if they fell on their heads. Little 
wonder that sexy packaging alone 
sells so many computers. 

Though it's easy to see why 
people might regard performance 
as some elusive holy grail, the 
word does have meaning—de¬ 

spite the best efforts of marke¬ 
teers to dilute it. The key to 
unlocking the performance mys¬ 
tique lies in understanding that 
there are necessary tradeoffs. 

How much do you have to give 
up in one area to get what you 
want in another? Do you get 
enough for the trouble? What are 
the resources to trade between? 
I low do you know which resource 
to shore up and which resource to 
drain from? 

Need I say that those ques¬ 
tions—among others—are ex¬ 
plored in this issue? Rob War- 
nock. the architect behind 
Fortune Systems’ 32:16 com¬ 
puter, opens with an exploration 

of what performance entails. 
Among his topics is an examina¬ 
tion of the links between perfor¬ 
mance and the forgotten art of 
systems analysis. 

The dark art of benchmarking 

provides the focus of a piece writ¬ 
ten by Gene Dronek, author of the 

AIM Benchmark suites. Gene not 
only tells how UNIX tools can be 

used to measure performance but 
how benchmarks can be properly 
employed to facilitate purchase 
decisions. 

Clem Cole and Ed Breslin of 
Masseomp follow with an article 
detailing how users might diag¬ 
nose problems in systems they al¬ 
ready own. Case histories drive 
the points home. 

Since finding problems is only 
half the battle, John Bass, who 
helped start up both Onyx Sys¬ 
tems and Fortune Systems, tells 
about how to obtain solutions. 
Software engineers should be 

warned, though—John’s tuning 
article has a very distinct hard¬ 
ware orientation. 

The software side of the story is 
told by Roger Sippl, president of 
Relational Database Systems, 
Inc. Roger focuses on the trade¬ 
offs integral to optimizing soft¬ 
ware for the UNIX environment. 

Dick Karpinski, the manager of 
UNIX Services at UC San Francis¬ 
co, closes the issue with an inter¬ 
view of George Goble, whose abili¬ 

ty to squeeze the last precious bit 
of performance out of a UNIX sys¬ 
tem has become legendary. 

Without further ado, then 
. . . strap on your seatbelts, per¬ 
formance jocks—we’re going for 
a ride. 
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Now OEMs and systems integrators 
can sleep better at night. Because one 
company has taken the worry out of buying 
the right software. 

RDS. 
The company that produces a family 

of database software designed to take on 
the future. 

Incompatibility is a thing of the past. 
INFORMIX'and File-itr are compatible 

with UNIX; MS -DOS, PC-DOS!" and PC/IX 
systems (over 60 micros and minis* at last 
count). 

INFORMIX is a true relational database 
system designed to take full advantage of the 
power of UNIX. It includes the most widely 
used report writer on the market. 

Then there's File-it! The first easy-to-use 
UNIX file manager. Together, they have 
the flexibility to accommodate novices and 
experts alike. 

INFORMIX and File-it! are fully integrated. 
Users can upgrade from File-it! to INFORMIX 
or access data from one program or the other 
without re-entering data, retraining employees 
or reprogramming. 

Applications can also be moved from 
MS-DOS to UNIX and vice versa without 
having to rewrite the application. 

Simplify program development. 
RDS offers C-ISAM!" the de facto standard 

ISAM for UNIX. It's a library of C subroutines 
with a B+-Tree based access method that stores, 
retrieves and modifies data from indexed 
files. It's embedded in INFORMIX and File-it! 
Or is available as a standalone product. 

Software good enough for AT&T. 
AT&T inventor of UNIX, has co-labeled 

INFORMIX, File-it! and C-ISAM to run on their 
full AT&T 3B Computer line (from micros 
to minis). 

Hewlett-Packard, Altos, Zilog, Siemens, 
Cromemco, Perkin-Elmer, Sydis and General 
Automation have selected RDS as well. 

In fact, INFORMIX has an installed base 
of over 6,000 copies. And RDS has sold over 
35,000 licenses for all their products to date. 

But before you make up your mind, 
check the facts one more time. 

There's only one database software 
family that's UNIX- PC-DOS- MS-DOS- and 
PC/IX-based. It runs on more than 60 systems 
And it's ideal for both novice and expert. 

Now it doesn't matter where the future's 
headed. You're already there. 

*RDS products are available for the following systems. 

Altos 586. 986, 8600. 68000 

Apollo DN300 

AT&T 3B2. 3B5, 3B20. 
AT&T Personal Computer 

BBN C machine (all models) 

Bunker Ramo Aladdin 20 

Charles River Data Systems 

Universe 68 

Convergent Technologies 

Miniframe and Megaframe 

Corvus Systems Uniplex 

Cromemco System 1 

DEC 11/23, 11/34, 11/44, 

11/60, H/79. VAX 11/730, 

11/750, 11/780 

Dual Systems System 83 

Fortune 32:16 

Forward Technology 320 

General Automation Zebra 

(all models) 

Hewlett Packard 150, 9000 

Series 200, 9000 Series 500 
IBM PC, PC-AT. PC-XT 

Intel System 86/380, 286/310 

Masscomp NC 500 
Momentum Hawk 32 

NCR Tower 

Onyx C8002, C8002A 

Pacific Micro Systems PM 200 

Perkin-Elmer 32 Series, 7350 

Pixel 100/AP, 80 Supermicro 

Plexus P/25. P/35. P/40, P/60 

Pyramid Technology 9OX 

Radio Shack Model 16 

SCI Systems IN/ix 

Silicon Graphics IRIS 1400 

Visual Technology 2000 

Wicat Systems 

Zilog System 8000 

(all models) 

Demos of INFORMIX and File-it! are available. 
Demonstration software and complete 
manuals included. 

/-■y 

RELATIONAL 
DATABASE 
SYSTEMS, INC. 

2471 East Bayshore Road, Suite 600, Palo Alto, California 94303 
(415) 424-1300 TELEX 467687 

INFORMIX is a registered trademark of Relational Database Systems. Inc RDS. File-iti and C-ISAM are trademarks of Relational Database Systems. Inc UNIX is a trademarkof AT&T Bell Laboratories. 
MS is a trademark of Microsoft and PC-DOS is a trademark of International Business Machines 
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System V Interface Definition 

by Mark Hall 

AT&T BREWS A TASTY 
STANDARD 

A number of announcements 
at the 1985 UniForum Confer¬ 
ence in Dallas, TX, underlined 

AT&T’s efforts to gather support 
for UNIX System V. Before a large 
audience at a plenary session in 

the Loew’s Anatole Hotel, Bill 
O’Shea, executive director of the 
Computer Systems Software Divi¬ 
sion at Bell Labs, outlined the sit¬ 
uation from the perspective of 
AT&T 

“The (UNIX) business is rapidly 
maturing. There’s growth among 
VARs (value-added resellers) and 
explosive growth in ISVs (inte¬ 
grated system vendors),’’ claimed 
O’Shea. “An infrastructure is 
starting to come together around 
System V and we’re trying to 
make a real standard—not a pa¬ 
per standard.” 

To buttress this support, AT&T 
released its System V Interface 
Definition. “Its intent,” O’Shea 
said, “is to help software develop¬ 
ers write programs. The docu¬ 
ment,” he said, “is in line with 
the /usr/group standard.” 

“In line,” of course, doesn’t 
mean an exact replica. But Bob 
Marsh, founder of /usr/group and 
chairman of Plexus Computers, 
noted that the folks at AT&T 
“have gone a long way to make it 

compatible.” Marsh understands 
AT&T’s approach to be a “super¬ 

set” of the /usr/group standard. 
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He said, “Every step they’ve tak¬ 
en has basically been a good one.” 

Jeff Schriebman, who was on 
the /usr/group committee for vali¬ 
dation of the System V standard, 
pointed out that /usr/group stan¬ 
dard activity is now in the hands 
of the Institute of Electrical and 
Electronic Engineers (IEEE) 
which hopes to work out the “mi¬ 
nor” discrepancies between the 
AT&T and /usr/group versions. 

O’Shea admitted “that there 
are some differences. But there’s 
no question where the issues are 
and that the differences are mi¬ 
nor.” One of the stumbling blocks 
he pointed to was the network in¬ 
terface. “It’s clear,” he said, “that 

we need to provide a common 
networking environment.” The 
goal, O’Shea suggested, “is to pro¬ 
vide the capability for any two 
UNIX systems to talk to each oth¬ 
er” as well as to other non-UNIX 

systems. He said he believed that 

there’s currently a “fundamental 

technology missing” on this 
issue. 

O’Shea did not, however, see 
this obstacle as insurmountable 
and contended that Dennis Rit¬ 
chie’s paper, “A Stream Input- 
Output System” (AT&T Bell Lab¬ 
oratories Techical Journal, Vol. 
63, No. 8 Part 2, October 1984) 
went a long way toward address¬ 
ing the conundrum. In his paper, 
Ritchie observed, “Network con¬ 
nections require protocols more 
ornate than are easily accommo¬ 
dated in the existing (UNIX) 
structure.” 

Ritchie, whose work was ori¬ 
ginally completed in the Fall of 
1983, stated that a modular ap¬ 
proach would bring better perfor¬ 
mance. The use of what he calls 
streams made the introduction of 
processing modules effective at a 
Bell Labs test site. His work ne¬ 
cessitated rewriting the drivers 
for terminal and network devices, 
as well as all protocol handlers, 
“but only minor changes were re¬ 
quired elsewhere in the system.” 
Ritchie modestly concluded, “The 
improvement in modularity is 
hard to measure, but seems real.” 

Although not swearing to the 
inviolablity of streams technol¬ 
ogy, O’Shea said it can be used as 
“a general basis to do networking 

work.” The AT&T executive con¬ 
sidered it critically important to 
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«_Alathing works together,’’ 
they cried out. 

"It will now!’said Alis. 

With Alis™ everything works together. 
Text, spreadsheets, drawings, business 

graphics and database information 
work together in a single, always 

editable document. 

Alis combines the advantages of 
integrated PC applications with the 

information-sharing benefits of 
communications-based OA systems. It 

offers the most advanced total 
office solution ever. 

Alis makes it easy for people to work 
together. It provides integrated 

electronic mail, calendar and meeting 
scheduling, and revolutionary 

Automatic Office Assistants™ to aid 
management information monitoring 

and decision making. 

Written in “C” Alis is initially 
available on UNIX* to large OEMs. It’s 
destined to bring sanity to the mad tea 

party world of office automation. 
'UNIX is a trademark of Bell Laboratories. Applix. Alis. 

and Automatic Office Assistants are trademarks of Applix. Inc 

The next-generation office software system from APPLiX 

Finally, some answers in Wonderland. 
APPLIX, INC., 112 TURNPIKE ROAD, WESTBORO, MASSACHUSETTS 01581 (617) 870-0300 
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solve the networking puzzle if 
UNIX is to become commercially 
viable. Working from the common 
ground of the System V Interface 
Definition will avoid “ad hoc so¬ 
lutions,” O’Shea claimed. 

PUTTING TEETH INTO A 
STANDARD 

The release of AT&T’s System 

V Interface Definition was in it¬ 
self a significant move, but the 

broad range of support System V 
received at UniForum gave 
AT&T’s pet UNIX version still 

more clout. 
UniSoft Systems of Berkeley 

announced that it would provide a 
verification suite that would allow 
software developers to test their 
products for compatibility with 
UNIX System V. Microsoft Corp. 
informed the industry that it was 
developing XENIX System V, thus 
entering into the precarious posi¬ 
tion of being a key supplier for 
both AT&T and its rival from Ar- 

monk, NY. 
Further endorsements for Sys¬ 

tem V came from chip manufac¬ 
turers. Motorola revealed that it 
would continue to port System V 
to future generations of its 68000 
microprocessor. Intel said it had 
ported System V to its 80286 chip. 
And National Semiconductor like¬ 
wise announced a System V port 
to its 32000 series of micro¬ 
processors. 

Higher up in the hierarchy of 
system architecture, it was an¬ 
nounced that Amdahl Corp.’s 
UTS UNIX mainframe derivative 
will support System V. Immedi¬ 
ately after that announcement, 
speculations were raised through¬ 
out the Dallas InfoMart as to 
when AT&T would begin to pur¬ 

chase Amdahl mainframes as an 
OEM. Such a move, it was rea¬ 
soned, would make AT&T a com¬ 
plete system vendor, able to offer 
UNIX from micro-to-mainframe, 
pitting it across the product gam¬ 

ut with IBM. 
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THE NON-ANNOUNCEMENTS 

While ballyhooing the broad 
support for System V, AT&T did 
fail to talk openly about two issues 
at UniForum. The first unmen¬ 
tionable was the Safari or 7300 
microcomputer which is widely 
rumored to be a UNIX machine 
loaded with applications software 
appealing to business users disin¬ 

clined to the vagaries of UNIX. 
The 7300, designed and built by 

AT&T’s Santa Clara, CA, ally. 
Convergent Technologies, is be¬ 
lieved to be in final debugging. 

Sources outside Convergent and 

AT&T have also suggested that in¬ 
tegration of the personal com¬ 
puter into AT&T’s network archi¬ 
tecture may be causing further 
delays. 

AT&T was equally mum on the 
demise of its agreement to create a 
library of System V software with 

While ballyhooing the 

broad support for 

System V, AT&T did fail 

to talk openly about 

two issues at 

UniForum. 

Digital Research Inc. of Pacific 
Grove, CA. Had everything gone 
according to plan, DRI would have 
provided end users with a stamp 
of approval for programs written 
to UNIX System V specifications. 
The software was to be placed on 
a list of products deemed work¬ 
able and supportable by DRI. 

With the System V Interface 
Definition and its own ISV pro¬ 
gram already stimulating soft¬ 
ware development, AT&T con¬ 
tends that the DRI deal was 

unnecessary and that it was mu¬ 
tually dissolved. Others have 
speculated that AT&T’s arrange¬ 
ment with DRI was originally a 
knee-jerk reaction to IBM’s rela¬ 
tionship with Microsoft. The 
agreement with DRI, these people 
conclude, amounted to little more 
than the addition of a big name 

software house to the AT&T fold. 
Besides questioning who finally 
“pulled the plug” on the deal, 

some are wondering what capa¬ 
bilities AT&T once believed DRI 
would bring to its strategy. Per¬ 

haps we’ll never know. 

LOW-END UNIX 

Apple Computer, Inc. of Cuper¬ 
tino, CA, has re-christened the 
Lisa 2/10 as the Macintosh XL. 

The new high-end Mac micro 
comes with a 512K RAM expand¬ 
able to one megabyte, meaning 
that it has enough memory to run 
UNIX. And for the last six 
months, UniPress Software, Inc. 
of Edison, NJ, has been delivering 
UNIX System V on Lisa 2s with 10 
MB hard disks. Using the UniSoft 
port of System V, UniPress has 
brought a single-user configura¬ 
tion with text processing, utili¬ 
ties, and a C compiler to market 
for under $1000. According to 
company spokesman Phil Ruff, a 
multiuser software package can 
be purchased for just under 
$1500. Added to the $3495 Mac 
XL pricetag, users can put togeth¬ 
er a low-end multiuser UNIX sys¬ 
tem for less than $5000. The mul¬ 
tiuser software can handle up to 
eight users, but UniPress recom¬ 
mends only three because of the 
hardware limitations of the latest 
addition to Apple’s Macintosh 

product family. 
UniPress offers a healthy list of 

software packages for the Macin¬ 
tosh XL. Along with database pro¬ 
grams from RDB and Unify, there 
is word processing, and the 
multi-window, multi-screen edi¬ 

tor emacs. UniPress also has 
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compilers for Fortran, Pascal, BA¬ 

SIC, COBOL, and Ada. 
The Macintosh XL receives ad¬ 

ditional UNIX support in the form 
of a XENIX derivative implement¬ 
ed by the Santa Cruz Operation of 

Santa Cruz, CA. With it comes all 
the utilities of XENIX and one 
popular applications program, an 
accounting package from Open 

Systems, Inc. of Minneapolis. 
Elsewhere on the low-cost 

front, Hewlett-Packard’s has 
come out with the Integral, a 
transportable computer with up 
to one megabyte of RAM running 
UNIX. The amber-screen unit in¬ 

cludes a mouse and a built-in 
Think Jet printer. Like the Macin¬ 

tosh, the Integral is a closed sys¬ 

tem: that is, add-on peripherals 

such as modems and disk drives 
have to be connected via cable. 
Without a hard disk, the device 
costs less than $5000. Numerous 

application programs are cur¬ 

rently available for the Integral, 
including Memo Maker and Multi¬ 

plan. Numerous windows can be 

sustained on the screen simulta¬ 
neously, allowing users to move 
back and forth between opera¬ 
tions without losing their place in 
a program. 

Another UNIX-like operating 
system, VENIX, is available on 
the Data General One, a brief¬ 
case-sized portable computer. 

The DG One provides a LCD dis¬ 
play, weighs less than 10 pounds, 
and costs under $3000. 

Moving UNIX onto even small¬ 
er machines is becoming feasible 
in light of recent announcements 
from Atari and Commodore. 
Atari’s new ST line of personal 
computers, amusingly called 
Jackintosh, provides up to 512K 
of RAM and uses the M68000 mi¬ 
croprocessor found in the Macin¬ 
tosh XL. The Atari machines, 
however, retail for less than $600 
(not including disk or monitor). 
Commodore reportedly is develop¬ 
ing a comparable machine, the so- 

called “Amiga”. No one has ven¬ 
tured to put UNIX on the Atari 
line, but Mark Williams is said to 
be porting Coherent to the Com¬ 

modore machine. 
Whether “UNIX in the home” 

is a market worth pursuing is a 

matter yet to be explored, but 
soundings are clearly being made. 

Mark Hall is the Associate 
Editor of UNIX REVIEW. | 
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HCR/PASCAL, WIRTH ITS WEIGHT IN C 

PASCAL Originally designed by Niklaus Wirth, is now 
available for a wide range of UNIX™ 
processors. HCR/PASCAL conforms closely 

to industry standards, passes all conformance tests in the PASCAL 
Validation Suite. Supports multiple module programs, a dynamic 
string package, and direct random file access. 

Cis the standard language of UNIX, HCR/PASCAL is written in C 
and translates PASCAL into C producing efficient optimized 
code. This approach allows direct interaction with the UNIX 

environment and offers a high degree of portability. 

Hlllf is a powerful yet flexible operating system environ- 
1111M ment. HCR/PASCAL is available today on a diverse 

Ulllfl range of UNIX hardware: AT&T 3B™ series, the NCR 
Tower,™ DEC PDP-11 A/AX,™ and others. HCR has a growing line of 
UNIX software including business applications. We back up all our 
software with full support. To find out how we can put HCR/PASCAL, 
C, and UNIX together for you, call or write: 

Human 
Computing 
Resources 
Corporation 

10 St. Mary Street, Toronto, Ontario, Canada M4Y 1P9 (416)922-1937 

UNIX is a trademark of Bell Laboratories PDP-11. VAX. and DEC are trademarks of Digital Equipment Corporation AT&T 3B is a trademark of American Telegraph & Telephone NCR Tower is a trademark of NCR Corporation 



THE HUMAN 
FACTOR 

Random thoughts on UNIX system performance 

by Richard Morin 

System performance is gener¬ 
ally considered to be a very seri¬ 

ous topic. Conferences are held 
that focus solely on the measure¬ 

ment of it. System tuning is re¬ 
garded as an even more arcane 
art. Pooh. 

Some aspects of system perfor¬ 
mance are, indeed, rather mysti¬ 
cal. Others, however, remain 
pretty simple. Let’s talk about 

these for a while. 

FIRST, MEMORY 

Lack of sufficient memory is 

probably the most common UNIX 
system bottleneck. UNIX is a 
memory hog, requiring anywhere 
from one to several megabytes. In¬ 
sufficient memory will cause the 
system to swap processes and/or 

pages. 
This produces lots of expensive 

disk I/O. The process involved is 
affected directly, since it can't run 
until it is in memory. The entire 
system is also affected by the ef¬ 
fort expended in doing the I/O. 
This is not to say that you should 
simply install as much memory as 
possible. A given computer may 
not need more memory. When a 
machine bogs down, however, the 

amount of available memory 

should be examined first. 
Even when memory is avail¬ 

able, it is not always wisely used. 
UNIX systems that rely on swap¬ 
ping are forced to copy entire 
processes in and out of memo¬ 

ry. Operating systems, such as 
4.2BSD, which move only the 
needed pages, use memory more 

efficiently. 
The same copy of a program 

can serve several users simulta¬ 
neously. Only the data areas re¬ 
quired by each copy must be du¬ 
plicated. This reduces the amount 
of memory required by each user. 

Similarly, a program can be 
used sequentially by several us¬ 
ers. UNIX provides a “sticky bit” 
that makes programs stick 
around in memory. Programs that 
are invoked frequently are good 
candidates for this. 

NEXT, DISKS 

Disk space is generally a scarce 
resource, and the system won’t 
perform well if no free disk stor¬ 
age is available. There's an un¬ 
written law of computing that dic¬ 

tates that when you install a new 

disk, it will fill up before the war¬ 

rantee card has been sent in. Kirk 
McKusick of UC Berkeley recently 

had a 400 MB student disk fill up 
in three days. 

Still, when a user community 
can be persuaded to police disk 
usage, the situation usually stays 
under control. Some core files dis¬ 
appear. The remaining files usu¬ 
ally have some reason for their 
existence. 

Persuading users can be diffi¬ 
cult, however. Charging them 
isn’t very effective, unless the us¬ 
ers are directly responsible for 
paying the bills. Disk quotas 
(“Fascism comes to UNIX’’) im¬ 
plemented under 4.2BSD, seem to 
help somewhat. 

Having said all that, there are 
occasional reasons to “waste” 
disk space. Keeping UNIX refer¬ 

ence materials online, for exam¬ 
ple, results in less contention for 
physical manuals. If you do this, it 
makes sense to use catman to run 
some of the materials through 
nroff. keeping the resulting files 
around. (This speeds up the man 
command considerably.) 

Other space/time tradeoffs 

may show up in your users' appli¬ 
cations. Inverted indices take up 
room but allow fast searches. The 
main thing is to maintain a bal¬ 
ance between the cost of disk stor¬ 
age and the response time of your 

system. 
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MODULAR. 

INTEGRATED. 

NOW. 

Handle p 
a modular 
aavIa* mb* a* 

Available now for several UNIX™ and 
XENIX™ based systems, the Handle 
family of office automation products 
may be purchased as individual 
modules, in combinations, or as a fully 
integrated system. The Handle product 
series is a powerful set of software tools 
designed for today's multi-user office 
environment. Handle integrated soft¬ 
ware can easily share data between 
modules in the series as well as with 
outside applications and databases. 
Handle’s open architecture is built 
on a database foundation and is 
available to outside developers. 

Handle Office Automation Software 
Series product modules include: 
• Handle Writer/Spell™. Word processing 
with automatic spelling correction and 
verification. 
• Handle Calc™. Virtual spreadsheet 
with up to 32,000 rows and columns. 
• Handle Graphics™. Advanced business 
graphics. 
• Handle List™. List processing, 
management, and forms. 

850 NORTH LAKE BOULEVARD / PO BOX 1913 / TAHOE CITY, CALIFORNIA 95730 / 916-581-5227 
TM- HANDLE HANDLE WRITER/SPELL HANDLE CALC. HANDLE GRAPH & HANDLE LIST ARE TRADEMARKS OF HANDLE TECHNOLOGIES, INC. UNIX IS A TRADEMARK OF AT&T BELL LABORATORIES. 

XENIX IS A TRADEMARK OF MICROSOFT CORPORATION. MINIFRAME IS A TRADEMARK OF CONVERGENT TECHNOLOGIES. POPPY IS A TRADEMARK OF DURANGO. 



Uthe human factor 

Disk activity should also be 
balanced, since a single disk drive 
can only work so fast. If all of your 
disk activity is occurring on a sin¬ 
gle drive, consider moving some 
files or directories to other disks. 

Finally, a note on disk layout 
maintenance: an empty file sys¬ 
tem has one big pool of free space. 
Files written on it are allocated 
nearly optimally. All of their 

blocks lie close to each other, al¬ 
lowing efficient access. 

Now the disk is used for a 
while. Files are written and de¬ 
leted, written and deleted, and the 

free space becomes increasingly 
fragmented and disordered. New 
files are scattered across the disk, 

causing the drive to waste a great 
deal of time. 

Running fsck -S, if your system 

supports it, will reorder the free 

When a user 

community can be 

persuaded to police 

disk usage, the 

situation usually stays 

under control. 

list. This will allow the system to 
allocate new files more efficiently. 

Existing files will remain scat¬ 
tered on the disk, however. This 

can be solved by performing a 
complete dump and restore of 
your user file systems. Besides, an 

occassional backup is a good 
idea.... 

FINALLY, TERMINALS 

Another bottleneck has to do 
with terminal I/O on timeshared 
systems. Many systems use ter¬ 

minal interface boards that inter¬ 
rupt the processor for every char¬ 

acter handled. Well, terminals are 
slow and processors are fast, so 
no problem. Right? 

Wrong. Let’s assume we have a 
number of 9600 baud terminals 
on a system. Each terminal can 

accept a maximum output rate of 
around 1000 characters per sec¬ 
ond. Now assume that the servic¬ 
ing of an interrupt takes 100 mi- 

SYSTEM V 

TRAINING 
. iur own people to use 

owjwe can teach yours. 

WHY AT, 

AT&T 
sive 

AT, 

i, we’ve tai 
System. 

FOR UNIX SYSTEM TRAINING? 

’ers the most current and comprehen- 
w on UNIX Systems. 

_T provides the best learning environment; 
one terminal per student; evening access to facil¬ 
ities; and expert instructors. 

AT&T has the breadth of courses your staff 
needs to unlock the full power of UNIX System V. 

AT&T courses signal your commitment to 
improving productivity with high-quality training 
for your employees. 

AT&T COURSES OFFER: 

The same training and methods we use to 

©1984 AT&T Technologies, Inc. 

I 
teach the UNIX System to our own people. 

Rigor ous classes designed to teach specific 
skills for job-specific applications} 

Five areas of instruction ranging from intro- 
ductoiy to advanced levels for Managers/Supervi¬ 
sors, Us£rs, Systems Administrators, Applications 
Develojiers, and Systems Programmers. 

Frequent class offerings so you won’t have to 
wait for the courses you want. 

Conveniently located training centers 
in Princeton, NJ; Columbus, OH; Lisle, 
IL; and Sunnyvale, CA. Or we’ll bring 
our courses to your company and hold 
the training at your convenience. 

For more information, a 
catalogue, or to register for classes, 
call 1-800-221-1647, Ext. 87. AT&T 

Jl 



COHERENT" IS SUPERIOR TO UNIX* 
AND IT’S AVAILABLE TODAY 

ON THE IBM PC. 

Mark Williams Company hasn’t just taken a mini-computer 
operating system, like UNIX, and ported it to the PC. We 
wrote COHERENT ourselves. We were able to bring UNIX 
capability to the PC with the PC in mind, making it the most 
efficient personal computer work station available at an 
unbelievable price. 

For the first time you get a multi-user, multitasking operating 
system on your IBM PC. Because COHERENT is UNIX- 
compatible, UNIX software will run on the PC under 
COHERENT. 

The software system includes a C-compiler and over 100 utili¬ 
ties, all for $500. Similar environments cost thousands more. 

COHERENT on the IBM PC requires a hard disk and 256K 
memory. It’s available on the IBM XT, and Tecmar, Davong 
and Corvus hard disks. 

Available now. For additional information, call or write, 

Mark Williams Company 
1430 West Wrightwood, Chicago, Illinois 60614 
312/472-6659 

Mark 
Williams 
Company 

COHERENT is a trademark of Mark Williams Company. 
*UNIX is as trademark of Bell Laboratories. 
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U THE HUMAN FACTOR 

croseconds, or 1/10,000th of a 

second. 
Let any 10 terminals ask to 

type at the same time. The termi¬ 
nal interrupts alone will use up all 

of the CPU time. Many systems 
have far more than 10 ports in 
use. It is quite possible some mid¬ 
afternoon blahs result from this 

problem. 

A cheap and dirty solution is to 
crank down the baud rate. At 

1200 baud, it takes eight times as 

many terminals to produce the 
same number of interrupts. 

A better solution is to switch to 

Direct Memory Access (DMA) in¬ 

terfaces. A DMA interface is told 
by the processor where to find the 
output data. It then goes after the 
data directly, interrupting the 
proccessor only when it is done. 
Since the data could be a number 
of lines of text, this cuts down the 
number of interrupts by orders of 
magnitude. 

Finally, there is an approach 
taken by Plexus. Give all the ter¬ 
minal handling duties to a sepa¬ 
rate processor. This gets rid of 
low-level interrupt handling, as 
well as a great deal of other I/O 
processing. 

IS IT CONSISTENT? 

It might seem from the forego¬ 
ing discussion that speed of ex¬ 
ecution is all-important. Peculiar¬ 
ly enough, it isn’t. Studies show 
that people are much more sensi¬ 
tive to consistency of response 
time than to speed. 

If it always takes five minutes 
to compile a particular piece of 
code, the user will adjust to it. If, 
on the other hand, a compile can 
take anywhere from one to 10 
minutes, the user will get very 
frustrated and upset. 

Workstations are comfortable 
in part because one knows how 
long they will take to do some¬ 
thing. The typical timeshared 

computer, by way of contrast, is 
utterly unpredictable. One knows 

that response time will degrade as 

more users try to work, but the 
degree of degradation remains 

unknown 

Unfortunately, there is very lit- 

t le that can be done about this. An 

A cheap and dirty 

solution to the mid¬ 

afternoon blahs on 

timesharing systems is 

to crank down the 

baud rate. 

attempt to normalize response 
time by consistently slowing the 
system would not be well accepted 

by the user community. Keeping 
large numbers of people off the 
system at peak demand times 

would also cause howls. 
About the most that can be 

done is to even out the demand by 
assorted administration policies. 
Prime time can carry a higher cost 
than other periods. Batch jobs can 
be relegated to off hours or run at 
low priority. 

IT'S NICE TO BE NICE 

Sometimes a few monster pro¬ 
grams bring a system to its knees. 
This can be helped in a number of 
ways. System hogs can often be 
optimized to use less resources. 
Special purpose hardware can be 
purchased to make them run 
faster. 

Additionally, the impact of 
t hese programs can be reduced by 
adjusting their runtime priorities. 
While esh automatically lowers 

the priority of programs run in 

background, sh does not. Neither 
shell does anything to the priority 
of programs run in foreground. 

Large background sh programs 

and all large foreground programs 
should therefore be run under the 
nice command. System manag¬ 
ers who don’t trust their users to 
do this may wish to run renice on 

any program that has been run¬ 
ning for, say, a minute. 

Programs that don’t need to 
run immediately should be sched¬ 

uled to run later, by use of the at 

command. Service bureaus have 
been running large programs at 

night for years. UNIX users 

should consider doing likewise. 
Remember, adjusting priorities 

does not affect the total through¬ 
put of the system. It merely im¬ 
proves the response time of the 
higher priority programs. 

RESPONSE TIME vs. 
THROUGHPUT 

It is important to distinguish 
between response time and 
throughput. Response time is a 

measure of how long the system 
will take to handle a particular re¬ 
quest. Throughput is a measure of 
how much work the system can 
perform in a given period of time. 

In a batch environment, 
throughput is the key measure. In 
an interactive environment, re¬ 
sponse time is critical. Most sys¬ 
tems fall somewhere in between. 

Pick your organization strate¬ 
gies to concentrate on the mea¬ 
sure that is most important in 
your environment. No strategy is 
perfect, but if you understand 
your goals, you stand a far better 
chance of achieving them. 

Richard Morin is an independent 
computer consultant specializing in 
the design, development and docu¬ 
mentation of software for engineer¬ 
ingscientific, and operating sys¬ 
tems applications. He operates the 
Canta Forda Computer Lab in Pacif¬ 
ica, CA. ■ 
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High Speed Backup/Mass Storage 
for the AT&T 3B2 Computer 

ACI’slO megabyte cartridge system provides 
dual purpose expansion for the AT&T 3B2. This 
cartridge system provides the fastest 3B2 
backup available and also, unlike streaming 
tape drive storage systems, provides extra 
mass storage as a mountable disk drive. 

As a backup device, ACI’s cartridge system al¬ 
lows complete multi-volume backup. Single or 
multiple files 
may be saved 
to, and restored 
from, removable 
cartridges. 
Individual 
files are easily 
restored from 
multi-volume 
backups. 

As a mountable disk under the Unix operating 
system, the cartridge system allows users to 
create directories on removable cartridges as 
desired. In a multi-user environment, adminis¬ 
trators may find it useful to allow users their 
own cartridges, enabling them to have as 

much disk space as they need in 10MB 
increments. 

In certain situations, the 3B2 user may desire 
greater storage capacity than the standard 32 
MB of the 3B2. ACI’s expansion system has a 
capacity of up to 240 MB of unformatted 24 ms 
fixed disk storage. 

The operation of ACI’s cartridge system is fully 
integrated with the standard AT&T Unix System 
V Release 2 system menus. This allows users to 
backup and restore files as well as to mount 
and unmount file systems by making menu se¬ 
lections. In-depth knowledge of the Unix oper¬ 
ating system is not required, yet those familiar 
with Unix will find the cartridge system works as 
expected with all disk commands. 

Absolute Computers, Inc. 
1106 Clayton Ln.lOOE • Austin. Texas 78723 • 512-458-5206 

3B2 is a trademark of AT&T Technologies 
UNIX is a trademark of AT&T Bell Laboratories 



nroff and TROFF users: 

.nr HR l.li 

.nr FN l.li 

.nr LL T.25i 

.pi 23v 

.EQ 
del in $$ 
gfont R 
gsize II 
define bigint '\z"\<br"\u\z"\( 1t"\d\d"\(rb"\u' 
• EN 
.LP 
Let \fll\fR be the \fIBorel\fR set of the n-dinenslonal space \fBx\fR and call 
•PSI ( \fBx\fR )$ the distribution function of the randon 
vector $\fB xi \fR *=* ( xi sub 1 , xi sub 2 xi sub n )$; Then, 
.EQ 

P< \fB xi \fR \(ho * \fBB\fR) *=* bigint fron (\fBB\fRJ A d PSI 
(x^sub 1 ,x sub 2 ,x sub n ) 

.sp 

van* Xl ' \<ho * \fBB\fR)$ is equal to the value on the set 
°* the Measure defined by the function $PSI$ in the n-diMensional space, 

if BPSI <\fB x \fR)$ is absolutely continuous, then the density function 

T| I CIT-22Q+ 

What will this look like? 



A BREAKTHROUGH IN UNIX SOFTWARE FOR NROFF AND TROFF DISPLAY 

Preview" shows it for less! 

L«t I b« the lorel set of the n-dixensional space x and call t<x> the 
distribution function of the randox vector l = (t .t >1 Then, 

1 2 n 

Pit e I) = dt(x .x ) 
1 2 n 

That is, P(t e I) is equal to the value on the set I of the Measure 
defined by the function t in the n-d mens tonal space. If tlx) is abso¬ 
lutely continuous, then the density function 

exists alnost everywhere and is positive indefinite. The probability 
that the endpoint of the randox vector t lies in a Borel set I of the 
n-dinensional space is equal to the integral of ♦ on I. 

I CIT-220-1- 

NOW 
COMPATIBLE 
WITH 

DEC VT-100 
DEC VT-220 
DEC VT-240 
CIT-IOIe 
CIT-220 
wyse-WY-85 

Check with 
your local 
representative 
for an updated 
list of 
compatible 
terminals. 

Are you still struggling with your 
NROFF and TROFF documents 
without Preview™? 

Preview™ provides the finest in highly 
enhanced previewing of formatted NROFF 
and TROFF documents on a variety of 
terminals. Special features of NROFF and 
TROFF are displayed quickly and easily 
before you request a printout. 

complete nroff and troff 
character sets are displayed, 
including mathematical symbols, the 
greek alphabet and many other special 
characters. 

Equations and tables can now be 
previewed with eqn and tbl 
preprocessors. 

Documents can be previewed on cie 
Terminals’ CIT-220+and CIT-IOIe with 

the peripheral systems upgrade. 
Preview ™ also supports any terminal with 
downloadable character set capability as 
well as many low-cost hard copy devices. 

Available for UNIX version 7, BSD 4.1 and BSD 
4.2 and XENIX 68000 or 80X86. All Preview™ 
software is distributed as C language 
source code. A complete installation 
script, manual and users guide is included 
with each package. 

Ail software and manual updates are 
provided to you free for one year from 
the date of purchase, you may purchase 
additional support on an annual basis 
from Peripheral systems, inc. 
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Preview™ is a trademark of Affine Sciences, inc. 

UNIX is a registered trademark 
of at &T Beil Laboratories, inc 

XENIX is a trademark of Microsoft, inc. 

□ YES, I'd like to find out more 
about the Preview™ package 

Name 

Company 

Address 

City state Zip 

Telephone 

Type of computer and operating system 

Clip coupon and mail to: 

Peripheral Systems, me. 
8107 Orion Avenue 
van Nuys, CA 91406 

For immediate informatioi 
call (818) 902-0791 
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GOING FOR THE GOLD 
A look at the meaning of "performance” 

When buying computers—or 
using them—one of the magic 
qualities we can never seem to get 

enough of and yet pay dearly for is 

“performance”. Why is it that we 

are so often dissatisfied with the 
performance of our computer sys¬ 
tems? In large part, it may be be¬ 
cause we don't actually know 
what “performance” means, and 
therefore inadvertently confuse it 
with other attributes of a system. 

In light of this problem, let’s de¬ 

fine the term before proceeding 
any further. The following defini¬ 

tion, while taken from the field of 
human factors, is equally applica¬ 
ble to computer systems (with a 
few anthropomorphisms), and 

will form the basis for our study: 

Performance is defined 
as the result of a pattern of 
act ions carried out to satis¬ 

fy an objective according 
to some standard. The ac¬ 
tions may include observ¬ 
able behavior or nonobser¬ 
vable intellectual [or 

electronic! processing. 

Robert W. Bailey, Human 
Performance Engineering: 
A Guide for Systems De¬ 
signers, (Prentice-Hall, 
1982) page 4. 

Immediately, we can see some 
important things about this defi¬ 
nition. First, performance is al¬ 
ways defined in terms of a goal or 
objective. If you don’t know where 
you are going, you’ll never know 
when you get there. 

Second, the goals or objectives 
(and therefore, performance) are 

dependent on the context in 

which the system (electronic or 
human) is expected to perform. In 
light of that and to narrow the fo¬ 
cus. the rest of this article will 
concentrate on the small busi¬ 
ness or office automation envi¬ 
ronments, though a similar ap- 

by Rob Warnock 

proach might also be taken in the 
software development or scienti¬ 
fic “number-crunching” cases.) 

As an example of contextual 

performance, even a person who 

lias won an Olympic gold medal in 
the decathlon and has placed first 
in that event’s 100 meter dash 
has no guarantees of “superior 
performance” when running the 
dash against someone who com¬ 
petes exclusively in sprints. Con¬ 
versely, the sprinting specialist 
would probably perform poorly in 
the decathlon. (C programmers 

may substitute sprintf(3) for 

“sprint”.) 
As you can see from this exam¬ 

ple. performance is tied to results 
rather than actions (behavior). 
This distinction is important be¬ 
cause, as we will see later, actions 
and results often cannot be com¬ 
pared directly. Although some ac- 
(ion is usually needed to achieve 
an objective, the actions are not 

the result itself. 
However, inappropriate ac¬ 

tions may impair performance. 
Coaches will sometimes notice 
behaviors or actions that may ap¬ 
pear quite energetic but actually 
bring negative results. One exam¬ 
ple might be swinging one's arms 
wide of the body while running. 
S»eemingly minor adjustments in 
such behavior can result in sig¬ 
nificant performance improve¬ 
ments. Similarly, computer sys¬ 
tems often perform unnecessary 
actions, such as recalculations of 
complex expressions or rereads of 
disk blocks where the values of 
expressions or data blocks have 
not changed since they were last 

used. 

BEFORE THE EVENT: SETTING 

THE STANDARDS 

The most difficult task in se¬ 
lecting or designing a computer 
system is deciding exactly what 

you expect it to do. This requires 
looking carefully and critically at 
your total business process (both 
manual and automated func¬ 

tions). This is formally known as 
systems requirements analysis. 

Distributing computers to de¬ 
partmental, work cluster, or indi¬ 
vidual users has brought numer¬ 

ous advantages in terms of local 
autonomy, decreased bureaucra¬ 
cy, predictable availability, and 
cost. But far too often, the positive 
qualities of centralized systems 
have been lost in this distribu¬ 

tion. In particular, one can no 
longer assume the availability of 
systems analysts and program¬ 
mer analysts able to perform re¬ 

quirements analysis for each new 
user application. Maintaining or 
hiring a professional analyst is 
seen today as too expensive for 
smaller installations. Conversely, 
managers who wish to perform 
this function for themselves have 
been faced with a scarcity of 

training resources or tutorial 
texts. 

Purchasers of small business 
computers have thus tried to get 
by without a detailed analysis of 
their environments. In some 
cases, they’ve even been success¬ 
ful. When a personal computer is 
viewed as an appliance—like 

one's telephone or typewriter— 
and is more than equal to the 
tasks it's asked to perform, it can 
successfully be employed without 
any serious attention to cost and 
performance. 

When a larger work group or 
departmental system is needed, 
the issues of systems analysis 
cannot be safely ignored, though 
most organizations still do so. To 

quote Bailey again: 

Unfortunately. in some 
systems the designers al¬ 
low standards to simply 
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PERFORMANCE DEFINED 

evolve .... Under these 
conditions, there is no way 
to determine if perfor¬ 
mance is acceptable 
. . . Often it is mistakenly 
assumed that designers, 
users, and user manage¬ 
ment all have a common 
standard or expectation 
and that any deviation 
from this "common stan¬ 
dard" will be quickly rec¬ 
ognized and corrected. 
This naive approach fre¬ 
quently results in consid¬ 

erable disappointment 
with human [and com¬ 

puterI performance levels 
of new systems. [Ibid, page 

5] 

Nothing can remove the ulti¬ 
mate responsibility from user 
management to see that system 
requirements are properly docu¬ 
mented and agreed upon by all 
parties. Fortunately, a few 
sources of help are beginning to 

appear, such as Paul T. Ward’s 
book. Systems Development 
Without Pain: A Users's Guide 
to Modeling Organizational Pat¬ 
terns (Yourdon Press, 1984), and 
(for programmers) Structured 
Analysis and System Specifica¬ 
tion by Tom DeMarco (Prentice- 
Hall. 1979). 

THE WIDE WORLD OF SPURTS 

Having analyzed what you 
want the computer to do, you will 
then have to define a reference 
workload that can be used as the 
basis for performance compari¬ 
sons. Typically, this will consist of 
scenarios (or scripts) of the var¬ 
ious tasks your target computer 
system is expected to complete, 

and will include the standards of 
performance you require in the 
completion of those tasks. There 
are two main dimensions that are 
important to measure: respon¬ 
siveness and throughput. 

Responsiveness measures the 

ability of a system to respond to a 
given request in a given amount of 

time. It is inversely related to re¬ 
sponse time (or latency), mea¬ 
sured as the period from when a 

Computer systems 

often perform 

unnecessary actions. 

request is entered until the re¬ 

sponse is completed. Even in a 

single-user environment, the re¬ 
sponsiveness requirement will 
vary from application to applica¬ 
tion, and will even vary within a 
given application. Bailey states: 

Users seem willing to 
wait varying amounts of 
time for different types of 

requests. The amount of 
time a user is willing to 
wait appears to be a func¬ 
tion of the perceived com¬ 
plexity of the request and 
the time the request is 
made—people will wait 
longer for "hard " requests 
or those made at the end of 

a series of commands, or 
"closure point", than dur¬ 
ing the interaction, [op. cit., 
page 320] 

Bailey goes on to say that psy¬ 
chological continuity of a give- 
and-take exchange is essential. 
Pauses longer than a second or 
two may give the appearance of 
terminat ing the interaction. If the 
computer is processing each 

character as it is typed, even short 
pauses of echoing or word wrap¬ 
ping may cause the human opera¬ 
tor to “break stride”. Here are 
some of the maximum acceptable 
response times recommended by 
Bailey [ibid, page 322]: key de¬ 

pression to echo, 200 millisec¬ 
onds: input to new menu, 500 

milliseconds: simple inquiries, 
about two seconds: complex que¬ 

ries. four seconds: and executions 
of a new program, 10 seconds. 

Note that these are recommended 
maximums. 

Even more distressing to users 

is variability of response time. 
Sometimes it may even be useful 

to enforce a minimum response 
time if that decreases the 
variance. 

Throughput measures the total 

amount of work performed over a 

given (usually fairly long) period of 

time. It is often measured by ex¬ 
ecuting a given set of tasks, and is 
inversely related to the time spent 
from the first request of the first 
task to the last response of the 
last task. Multiuser systems can 
have many tasks going at once, 
which can improve the through¬ 
put if tasks are able to overlap 
their idle periods. Unfortunately, 
configuring a system for maxi¬ 

mum throughput also tends to in¬ 
crease both response time and the 
variance of response time. So it is 

important in establishing perfor¬ 
mance standards to make sure 
that your system meets its 
throughput goals without violat¬ 
ing response time constraints. 

GOING THROUGH THE 
MOTIONS 

As if maintaining a throughput 
and response time balance 
wasn’t difficult enough, it is sel¬ 
dom possible to test a prospective 
vendor’s system in advance for 
response time and throughput 
under normal working condi¬ 
tions. (unless you happen to be 

buying very large systems or very 
large numbers of systems). Such 
tests are lengthy, costly to design 
and run, and difficult tojudge (ac¬ 
curate measurements require ex¬ 
ternal test-driver computers). 
Most users therefore settle for us- 

Continued to Page 94 
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FROM NOW ON, CONSIDER IT SUPPORTED 

When it comes to Unix® systems, 
“standard” isn’t always good enough. 

Experts agree that the most powerful and most tech¬ 
nically advanced Unix system is the Berkeley version. 
That’s why 4.2BSD from Berkeley is the operating system 
of choice for software development, networking, engi¬ 
neering, CAD/CAM and demanding scientific applica¬ 
tions. Other Unix systems don’t have the features 
advanced users require. 

But 4BSD was developed at a university, so it has never 
had real-world support. User assistance, bug fixes, 
updates and enhancements have not been provided. 

Now that’s changed. 
MT XlNU, the4BSD specialist, supplies: 

■ Fully supported 4.2BSD-based binary licenses 
(MORE/bsd) for VAX® computers. 

■ 4.2BSD source support and source updates for current 
4.2BSD source licensees. 

■ Enhanced 4.2BSD-based source software for new 
sites, with or without redistribution rights. 

■ Full support for a wide variety of DEC® and non-DEC 
peripherals. 

■ Assistance for OEM’s and hardware manufacturers 
developing 4.2BSD-based products. 

MT XlNU personnel have been involved with 4BSD 
development from the beginning. Now we are producing 
4BSD performance enhancements, advanced network¬ 
ing, other Unix system extensions, and support for new 
peripherals and architectures. As a service, we distribute 
4BSD bug reports and proposed bug fixes to the com¬ 
munity. Our years of experience can speed and improve 
your 4BSD implementations. 

4.2BSD. It’s always been better than just 
“standard.” Now, with MT XlNU, consider 
it supported. 

UNIX- SUPPORT FROM BERKELEY 

739 Allston Way, Berkeley, CA 94710 ■ 415/644-0146 ■ ucbvax!mtxinu!mtxinu 
MDRP/hcH and MT VIMII are trademarks nf Mt Xinn Inn HFf! and VAX are trademarks nf Hinital Fnuinment Hnm l JNIX is a trademark of Bell Laboratories. 



THE STANDARDS OF 
SYSTEM EFFICIENCY 

During a chat over lunch re¬ 
cently, several computer perfor¬ 
mance jocks debated the question 
of when micro UNIX machines 
would routinely top the “MIPS” 
(million instructions per second) 
barrier. The general flavor of the 
discussion was: “Only a few ma¬ 

chines, manufactured by the likes 
of Cray and Amdahl, have ever 
run faster than the 1.0 MIPS level. 
How can micros come close?” 

One of the debaters bravely of¬ 
fered that the workstation his 
company manufactures had al¬ 
ready broken the MIPS barrier— 

Benchmark hurdles to cross 

by Gene Dronek 

and, what’s more, that he had ac¬ 
tually measured it running 1000 
iterations of an assembly lan¬ 
guage loop containing 1000 no-op 
instructions. The machine, he 
boasted, had chomped through in 
less than a second every time. 

The argument, though, was far 
from over. A no-op isn’t really an 
instruction, the others at the ta¬ 
ble shouted. They spent much of 
the rest of the meal chewing on 
the notion of just what is “real”. 
Branches? Nope. Increment 
instructions? No. Tests? No. 
Eventually, having had their fill, 

they agreed to let the matter pass. 
Clearly, they weren’t going to 
agree that day to any single way of 
developing MIPS ratings. And, be¬ 
sides, it was time to order dessert. 

Measures of performance on 
UNIX systems have become a pop¬ 
ular topic elsewhere, too [1,3]. It’s 
not surprising. Starting with sim¬ 
ple benchmarks and advancing to 
complex terminal emulators, sys¬ 
tems programmers have been 
lured into wondering just how 
well their systems are perform¬ 
ing. 

Information isn’t hard to find. 
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Casual estimates of performance 
on any running UNIX system can 
be obtained as easily as entering 
the time command. Furthermore, 
it is extremely easy to add soft¬ 
ware counters to system activities 
if you have source. And cron can 
be made to run background moni¬ 
tors that will capture periodic per¬ 
formance statistics. No wonder 
UNIX performance is studied so 

much! 

UNIX BUILT-IN 
PERFORMANCE ASSESSMENT 

TOOLS 

Before we touch on other kinds 
of measurement software, let’s 

look at the standard commands 
built into UNIX. Besides the shell 
time command, many UNIX sys¬ 
tems include a few commands for 
displaying system-level statistics. 

If you haven’t already memorized 
the /etc directory, a brief overview 
of the most popular tools should 
be interesting. The formats vary 
from UNIX version to UNIX ver¬ 
sion, so formats often vary from 

release to release. 

The time command. The time 

command is the best known and 
most widely used performance 
tool, and is available on every 
UNIX system. Although most 
UNIX clocks are “noisy” for many 
reasons, (see the sidebar on time) 

you can still get good results with 
this helpful command. 

The iostat command. Though 
it goes by different names on dif¬ 
ferent UNIX versions, iostat is a 
fascinating command to watch. 
Version 7 and System III know it 
as iostat, but on System V, look 
under sar, and on Berkeley ver¬ 
sions, look for vmstat. To use the 
command, start it up in back¬ 
ground with a short interval like 
five or 10 seconds, and watch its 
output for a while. You will still be 
able to enter commands and yet 
observe the resource utilizations 
on subsequent iostat lines. Useful 
as the information is, iostat is 
also relentless, and will continue 
to report tty chars, disk blocks, 
and CPU utilization line after line 
until you enter a kill 0. 

The accton command. Most 

UNIX systems will keep process- 
by-process statistics if you turn 
accounting on. The file generated 

by accton grows quickly, and its 
description is lost deep in Section 
4 of the UNIX User's Manual, but 
System V gives you a few tools to 
automatically boil out summar¬ 
ies. The most popular commands 
used on a system can be gleaned 
from this accounting, and the per- 
process data can be useful to 
characterize a system’s workload. 

The profile command. For C 
programmers, profile reveals 
where the program counter (pc) 
spends its time in any module. Us¬ 
ers get an execution “profile” re¬ 
presentative of time spent, thus 
allowing important, expensive in¬ 
ner loops to be found and opti¬ 
mized. The Berkeley variant, 
gprof, accumulates statistics re¬ 
cursively for all functions called 
within a function, and produces 
more graceful output. 

The perfmon command. Fi¬ 
nally, for those with Sun systems, 
a package called perfmon pro¬ 
vides the ultimate in real-time re- 
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source displays. It can be quite a 
treat to watch perfmons bit- 
graphic icons trace out load infor¬ 
mation (essentially like a graphic 
iostat) in real time. The only catch 
is that the package is not porta¬ 
ble, and is essentially limited to 
Sun systems. 

MODELS FOR PERFORMANCE 

A not-well-informed modeling 
critic once said that UNIX is mere¬ 
ly a development environment 
short on performance and bloated 
with attention. Modeling perfor¬ 

mance on a non-performing sys¬ 
tem, he argued, was nothing more 

than a sterile, overdone academic 
exercise. Not true. First of all, he 
was wrong about UNIX perfor¬ 
mance. What’s more, he failed to 
see that “models” are actually a 
very convenient way of identify¬ 
ing and talking about the as¬ 

sumptions built into performance 
testing. It is sometimes useful to 
organize performance methods 
by the complexity of the operating 

software. Figure 1 illustrates this 
point. You cannot describe perfor¬ 
mance very accurately without 
first entering into system work¬ 
load modeling. The simplest per¬ 
formance measurements entail 
models—even single-task/single¬ 
user benchmarks. 

Benchmarks, the backbone of 
traditional performance measur¬ 
ing methods, have implicit built- 

in models. Hopefully, since 
benchmarks are by definition 
easy to get, you should be able to 
gather a dozen or so running pro¬ 
grams that can collectively ap¬ 
proximate your current comput¬ 
ing needs. Portability problems, 

Multiuser performance 

is slightly more 

complex to determine 

than is multitasking 

performance. 

sheer volume of code, and long 

running times, however, may sug¬ 
gest that just the innermost 
loops—the “kernel” code if you 
will—be used to make handier 

and speedier benchmarks. In ei¬ 
ther case, not a great deal of effort 
need go into constructing formal 
performance models. As a result, 
it is often difficult to convincingly 
project benchmark timings for 
different loads. 

Synthetic benchmarks that are 
specifically constructed for tim¬ 
ing but still rely on only single¬ 
task/single-user tests have more 

explicit workload models. Some 
synthetic programs, like the well- 

worn Whetstone test, have 
locked, unchangeable workload 
models, while others, such as 
Dhrystone[4] or Qbench[2], have 
parameterized models. It is more 

convincing to project the latter 
two synthetic results to different 
loads. 

MULTITASK AND MULTIUSER 

PERFORMANCE 

Performance models for single¬ 

process computing do not need to 
be complex, and therefore are not 
usually given much study. Howev¬ 

er, multitask and multiuser soft¬ 
ware is more complex to program, 

debug, and run efficiently, and 
thus is also more complex to mea¬ 
sure. As an example, consider two 
similar systems that were mea¬ 
sured for one to 15 users. The two 
systems, both from the same 
vendor, used identical CPU chips; 
only the bus structures differed. 
The idealized performance 
“scores” that were obtained are 
charted in Figure 2. Machine A 
cost somewhat more than ma¬ 
chine B ($10,000 versus $6000), 
yet if you look only at single-user 
performance (vertical line 1), ma¬ 
chine A seems to perform slower 

than machine B. This is very mis¬ 
leading, because when loaded to 
10 users (see line 2), machine A 
can clearly out-perform the other. 
The vendor said A’s performance 
advantage was due entirely to its 
more sophisticated (and more ex¬ 
pensive) bus structure, which 
was designed especially for han¬ 
dling multiuser loads. 

Apart from subtle differences 
of the sort illustrated by Figure 2, 
multitasking software and mul¬ 
tiuser packages are likely to 
be module-synchronous, making 
overall performance difficult to 
model. Not surprisingly, the way 
in which multiple processes com¬ 
municate greatly affects overall 
package “performance”. Clearly, 

' 
Single User 

Single Task > benchmarks, kernels, 
Multitask synthetic-whet/dhry,sieve,Qbench 

Multiuser ^ 
Single CPU 
Multi-CPU j 

Network User 1 
l workloads, terminal emulators, 

analytic simulations 
Single-serv 
Multi-serv ' 

1 
Figure 1 — Categories of performance measurement techniques. 
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it would be nice if benchmark 
suites had a few simple compo¬ 

nents that could predict multi¬ 
tasking performance, but unfor¬ 
tunately, machine load char¬ 

acteristics would have to be 
known to do so. 

Response time is becoming an¬ 

other dominant UNIX perfor¬ 
mance issue as more customers 

demand the sort of consistent 
sub-second response they can 
generally get on PCs. This is more 
than a marketing issue, since the 
use of full-screen editors like vi 
can be downright dangerous if 
system response lags over a half- 
second from keystroke to key¬ 

stroke. 
Measuring response time can 

be tough since, in the hierarchy of 
system construction, multiuser 

performance is slightly more com¬ 
plex to determine than is multi¬ 
tasking performance—for at 
least two reasons. Users must be 

kept separate and protected in a 
multiuser environment and this 
shows up as increased context 
switching overhead. Users, more¬ 

over, generally output to CRT 
screens instead of files, thus in¬ 
curring additional I/O overhead. 
UNIX systems are notorious for 
outrageous terminal driver over¬ 

head costs. 
Standard benchmarks are of¬ 

ten re-run with one or two tty 
ports running in background in 
order to determine terminal over¬ 
head. This is important since sup¬ 
port for a single remote 1200 baud 
link can eat up 20 to 30 percent of 
a typical 68000-based or 286- 
based system. (Incidentally, this 
method, coined “displacement” 

benchmarking by John Bass, was 

first described publicly at the 
UNIX Systems Expo/84 Confer¬ 

ence in Los Angeles. The dis¬ 
placement method allows the re¬ 
source requirements of arbitrary 

applications to be deduced.) 
Although desirable to know, re¬ 

sponse time is probably the single 

most difficult indicator to mea¬ 
sure. The only practical way to 

measure multiuser keyboard re¬ 

sponse is to use a second com¬ 
puter running a terminal emula¬ 
tor package. Terminal emulation 
requires fairly strong interest in 

Generally speaking, 

performance is caused 

by components, but 

limited by their 

connections. 

evaluation and seems to appeal to 
manufacturers more than con¬ 
sumers. Emulators normally sub¬ 
mit script files and commands 
that are chosen to model work¬ 
load, and then continuously time¬ 

stamp every transaction. After 

testing is done, the time stamps 
are analyzed and response times 
are calculated. 

Somewhere within AT&T ex¬ 
ists an emulator program called 

Quartz that can emulate one to 
16 ports on a 3B2, but it is not 

available as a commercial pack¬ 
age. 

FINDING BOTTLENECKS 

Why do systems have bottle¬ 
necks and how do you find them? 
What causes “performance” and 
what limits it? Obviously, perfor¬ 
mance relates at least in part to 
the hardware. In terms of graph- 
theory, cut-sets, and some special 
hardware instrumentation, there 
is an algorithmic way to locate 
hardware bottlenecks, given that 
one knows the underlying design. 
But the operating system adds a 
layer of complexity before the end 
task can run. Software systems, 

including UNIX, simulate “com¬ 
ponents” for users, and commu¬ 

nicate data in and out of those 
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TIME IS ON YOUR SIDE 
Historically, UNIX systems 

have simulated wall clock time by 
counting ticks from a 60 Hz 
powerline interrupt. When you 
run a time command, the tick 

count is first noted, and a sub¬ 

shell is then forked to run the 
command. When the command 
completes and the waiting shell is 
awakened, the new tick count is 

noted, and the difference (divided 
by 60) is reported externally. 

While simple and inexpensive to 
implement, these “tick” clocks 
are reliable only over long inter¬ 
vals of time. In many places, UNIX 
device drivers and other functions 

mask timer interrupts and there¬ 
by lose (or at least delay) occasion¬ 

al “clock” ticks. One UNIX kernel 
I’ve seen had the following com¬ 
ment line: 

/* here we add 470 microseconds 
to correct the clock because this 
we empirically measured to be the 
context switching overhead last 
week */ 

Incidentally, fork time, shell 

time, and exec time are included 
in time reports. All this being 
considered, time commands re¬ 
quire upwards of one second of 

CPU time to provide fairly repeat- 
able data. If your system has it, 

also consider using iostat for a 
second opinion. Several vendors 
have ported their UNIX to run on 

50 and 100 Hz clock interrupts, to 
the dismay and confusion of 

benchmarkers everywhere. It is 
not always easy to be sure of what 
runs inside a given UNIX system, 
so we offer the HZ command 
below: 

/* program to report HZ resolution */ 
long tbC4],times(),t1,ticks; 
mainO 

tl = times(tb); 
sleepC 10 ); 
ticks = (times(tb)-tl) / 10; 
ticks = (ticks+5)/10 * 10; 
printf("%ld\n",ticks); 

> 

efd 

cc HZ.c; 
a. out 
rm HZ.c a.out; 

HZ will deduce and print the 
clock resolution (50, 60, etc.) if 
run on System III or V. It will print 
0 if run on Version 7 or Berkeley 
UNIX. G.D. 

1. fork subshell 2. run command 3. report clock ticks 
difference 

Clock 
Ticks 

1 A 
Start Process Stop Process 

The time sequence. 

“components” in a manner ana- 

lagous to hardware “connec¬ 
tions”. As a result, overall UNIX 
performance is caused (and limit¬ 

ed, too) by the combination of un¬ 
derlying hardware and software 

components. Generally speaking, 
performance is caused by compo¬ 
nents, but limited by their 
connections. 

Using single-task, self-measur¬ 

ing benchmarks, you can deter¬ 
mine single-task component 
speeds—but never multitasking 

capacities. Not enough informa¬ 
tion is considered by such bench¬ 
marks. System topology must also 

be included to determine overall 
capacity. This is why model-free 
performance measurements are 
of limited use. 
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Is your UNIX performance the 

best you can get? Though daunt¬ 
ing at first glance, it’s a question 
(hat can be answered. This article 
will help you assess what your 

system currently offers and will 
suggest steps for netting improve¬ 
ments. It contains some general 

considerations followed by case 

studies that illustrate problems, 
the way UNIX works, the logic be¬ 
hind UNIX troubleshooting, and 
some of the solutions that already 
have been obtained. What this ar- 
ticle cannot do is analyze your 
need for performance tuning. 
This assessment is every bit as 

important as the answers to the 
questions that follow. 

ANALYZE YOUR APPLICA¬ 
TION. First, analyze your applica¬ 
tion-dependent program. You 
have a lot of control over the pro¬ 
gram—you may even have writ¬ 
ten it! Exercise this cont rol if the 
program runs slowly, or you will 

necessarily limit the value of any 
other tuning. 

Some programs run slowly be¬ 
cause of a number of small-scale 
errors in programming judgment. 
Others, though, are bogged down 
by major performance-consum¬ 
ing errors. Typically, these funda¬ 
mental mistakes are based on 
failures to understand an appliea- 
tion, a program that implements 
the application, or a combination 
of the two. 

Fundamental errors of logic 
defy the benefits of better hard¬ 

ware. An infamous quote reminds 

us that “ . . . a CRAY 1 can ex¬ 
ecute an infinite loop in six sec¬ 
onds while a VAX will take six 

days." Though this is a joke, the 
point is simple: an infinite loop is 
wasteful of resources. Make sure 
your program does not waste your 
resources. 

CHOOSE THE BEST FEA¬ 
TURES UNIX HAS TO OFFER. 
Second, make sure your program 
employs the best alternative 
UNIX provides. For example, a 
pipe is not the only means of pass¬ 
ing information between two pro¬ 
cesses in UNIX. Piping is conven¬ 

ient and can pass unlimited 
amounts of information, but it is 
also too slow to be an efficient 

technique in real time. Shared 
memory is thus a better option for 
real time applications. 

CONSIDER THE HARDWARE. 
Third, buy the hardware that best 
serves your needs. If you are using 
floating point calculat ions, for ex¬ 
ample. software floating point 
performance is never going to be 
as fast as hardware floating point 
performance. If performance is 
your goal, and performance de¬ 
mands a specific hardware fea¬ 
ture, buy it! 

ANALYZE THE OPERATING 
SYSTEM. Fourth, analyze the 
performance of the operating sys¬ 
tem to learn where time is being 

spent. The measurement pro¬ 
grams that UNIX provides are 
usually known as ps(l) (process 

status), pstat(l) (process statis¬ 

tics). iostat(l) (input/output stat¬ 
istics). vmstat(l) (virtual memory 
statistics), and netstat(l) (net¬ 

work statistics). Each provides 
statistical information you'll need 
for your investigation of the oper¬ 
ating system. Of course, different 

implementations of UNIX may 
have different names for these or 
similar programs. 

From ps(l). read: 

• How many processes are run¬ 
ning at the same time? 
• How many processes are 
waiting? 

• How much memory do the pro¬ 
grams consume? 

From vmstat(l), read: 

• How much memory is in use by 
the system? 

• How many page faults are 
occurring? 

• How many interrupts are being 
send to the CPU? 

• How much low-speed terminal 
I/O is happening? 
• How many processes are 
waiting? 

• How many processes are active? 

From iostat(l), read: 

• How many interrupts arc there 
per process? 

• What resources arc used by each 
process? 

ZEROING IN ON 
PROBLEMS 
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• What is in the file table? 
• What is in the inode table? 

From netstat(l), read: 

• Mow many network interrupts? 
• How many connections are in 

use? 
• How mueh memory is being 

used by the network? 
• 1 low many packets are being 

lost? 
• How many packets are bad due 

to collisions? 

Always check the number of 
interrupts the CPU is processing, 
the amount of memory different 
programs or parts of the system 
are using, the amount of memory 

generally available for user pro¬ 
grams, and the amount of mem¬ 

ory available for I/O buffers, ter¬ 
minal buffers, and swapping. 
Your analysis should tell you 
where the performance-limiting 
gates are in your system. 

TUNING PARAMETERS 

With this information, you can 

then tune the system’s param¬ 
eters to allow you to push through 
impediments. One of the most im¬ 
portant tunable parameters in 
UNIX is the buffer structure. How 
many I/O buffers do you need? I/O 
buffers are typically either 512, 
1024, 2048, or 4096 bytes in size, 

depending on the I/O subsystem. 

Some of the most difficult I/O 
challenges are offered by the 16- 
bit PDP-11, in which the problem 

of a very small 64K byte memory 
space is exacerbated by the need 
to use memory to address each I/O 
buffer. 

The optimum solution is to re¬ 
strict the buffers to the smallest 
number possible without degrad¬ 
ing the performance of the ma¬ 
chine. To determine the number, 
look at ps(l). vmstat(l), and io- 
stat(l). How much time does a 
process spend waiting for the 

disk? How many seeks (read/ 
write head movements) are neces¬ 

sary? If there are many processes 
waiting and very few seeks occur¬ 
ring. you'll know that you should 
reconsider the number of I/O 
buffers. 

A classic case that we encoun¬ 
tered here at Masscomp involved 

Fundamental errors of 

logic defy the benefits 

of better hardware. 

a system configured with 3 MB of 
memory (much of it free), a fast 
SMD-style disk controller, and a 
fast disk. Despite all that hard¬ 

ware, though, the seek activity of 
the read/write head was surpris¬ 
ingly minimal. Something was ob¬ 
viously limit ing the flow of data to 
disk: the machine was I/O-bound. 
Common sense suggested check¬ 
ing the I/O buffers. 

By doubling the buffer space to 
ten 4096-byte I/O buffers, the 
amount of data queued up and 
available for the disk controllers 
increased to over 40K bytes. That 
would be too large on a PDP-11, 
but fine for the MC-500 or the 
VAX. In this case, it succeeded in 

giving the disk scheduler the nec¬ 

essary resources to minimize the 
read/write head’s seek move¬ 
ment. For disk seek algorithms to 

improve the efficiency and order 
of head motion, I/O buffers must 
provide a flow of data large 
enough to allow schedules to be 
made for future head movements. 

Limited I/O buffers restrict seek 
scheduling to one read/write at a 

time. 
By increasing the number of 

I/O buffers, we bought I/O speed 
at t he cost of memory available for 
programs. Thus, a plentiful re¬ 

source was converted to supple¬ 
ment a scarce resource. 

Two other important tunable 

parameters are open file limits 
and caches for keeping frequently 
used file addresses in memory. To 
determine the fixed number of 
open files available for the system 

to use. review the parameters 
known as files and inodes. Files 
represents the systemwide num¬ 

ber of simultaneously open files. 

Inodes are the systemwide re¬ 
source that describe each file cur¬ 

rently being manipulated in the 

system. Each of these data struc¬ 
tures is a table. Every time a UNIX 
application performs an open 
system call, a spot is carved out in 
the open file table and a pointer is 

made to an inode, indicating that 
I/O should be performed on that 
file. 

More than one process can 
have the same file open. Every 
process has separate file table en¬ 
tries—like multiple carbon 
copies. UNIX also has a table en¬ 
try for each separate file that is 
open (or named via system calls, 
like the “get file” statistics call, 
stat(2)). The table known as the 
inode table remains open whether 
or not it is currently in use by one 
or more processes. 

If you make the files or inode 
parameter too large, it will allo¬ 
cate a large amount of memory to 
create each table and will define a 

large number of addresses in 
which to place files. The larger the 
number of table entries, the 
slower each search of t he table be¬ 
comes. Program memory address 

space, morever, is consumed. If 
you try to improve performance 
by making the parameter very 
small, though, you run the risk of 
generating errors as the system 
tries to work with limited 
resources. 

The C-list is another important 
tunable parameter. As a data 
structure that represents the 
number of buffers currently avail- 
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able in the terminal character I/O 

pool, each C-list represents ap¬ 
proximately 16 bytes of data. 
UNIX does not have dedicated I/O 
queues for each terminal line. But 
it does have a common memory 
pool for immediate allocation. If 
there is a great deal of terminal 
traffic, you will end up using a lot 
of C-lists. If there isn’t much ter¬ 
minal traffic, you will use very 
few. The tradeoff is speed vs. 
memory space. 

IF ANALYSIS POINTS OUT A 
PROBLEM. FIX IT! Once you 
have done an analysis that has 
uncovered the limiting gates to 
your system’s performance, 
change them. Many times the 
tuning of parameters will net you 
a satisfactory solution. On some 

other occasions, though, it be¬ 
comes clear that nothing short of 
a hardware upgrade will do. Once 
you've drawn this conclusion, you 
must act on it. 

By all means, add memory if 
memory is in short supply for ac¬ 
tive processes. Add fast disk con¬ 
trollers and disks if your system 

shows itself to be disk-bound or 
I/O-bound. But if your system is 
compute-bound, you may wish to 

stay with a slower, less expensive 
disk controller and instead spend 
your money on something that 
helps the CPU, such as a floating 
point accelerator. 

CASE HISTORIES 

The following case histories il¬ 
luminate the problems of perfor¬ 
mance tuning. They are based on 
difficulties already encountered 
in the UNIX community and re¬ 

flect problems that performance 
tuners may do battle with again. 

Case History #1: The case of the 
terminal connection interupt. 

Symptoms: After an office reor¬ 
ganization, a system suddenly 

grew sluggish in a multiuser envi¬ 
ronment. When ps(l) was run, it 

showed a rapid increase in pro¬ 

cess numbers. 

Discussion: As it turns out, there 

was one RS-232 line that had 
been connected to a machine but 
had not yet been connected to a 
terminal. When hooking a termi¬ 
nal up, it’s best to connect all the 

If performance is your 

goal, and performance 

demands a specific 

hardware feature, 

buy itl 

flow control (modem) lines. Con¬ 
necting a cable to the system but 
not to a terminal at the other end 
creates an antenna that may pick 
up noise on the RS-232 modem 
control lines. 

Most UNIX terminal control¬ 
lers, like the DEC DH-11. are set 
up togive an interrupt whenever a 
transition, such as carrier detect, 
occurs on one of the RS-232 lines. 
If the carrier detect line is assert¬ 
ed, (he host is interrupted and re¬ 
sponds by creating a process and 
sending out a login prompt. 

If the line is deasserted, the 
host is sent another interrupt 
that it reponds to by deleting the 
active process. Noise on the line 
can appear as assertions and 

deassertions to the system. UNIX 

unsurprisingly responds by creat¬ 
ing and deleting processes. That 
is why process ID numbers grew 
at such a fast rate in this case 
when the cable was not 
terminated. 

Solution: Find out where the bad 
RS-232 line is. Tell UNIX to ignore 
the incoming interrupts from the 

line—or better yet, put a terminal 
on the end of the line to stop the 
floating connections. 

Case History #2: The case of the 
sendmail blahs. 

Symptoms: A system that had 

been running acceptably sudden¬ 
ly suffered a performance drop. 
Just as suddenly, normal perfor¬ 
mance resumed later. 

Discussion: This sort of problem 
can present a confusing time lag 
since no difficulties are immedi¬ 
ately evident in the programs in 

process. Nevertheless, in this 
case, as soon as the sendmail 
process was started, a check of 
vmstat(l) and the number of sys¬ 

tem calls revealed that system 
calls were suddenly incrementing 

at a very rapid rate. That in itself 
raised suspicions since system 
calls are expensive in terms of 
computer resources and repre¬ 
sent a threat to a sustained stan¬ 
dard of performance. It was dis¬ 

covered that a subroutine of the 

sendmail daemon process was 
writing a log of system events 
whenever system mail was deliv¬ 

ered. On investigation, it was 
found that it was opening a sys¬ 
tem log, doing a short write, and 
then closing the log every time 
any type of I/O was done on nor¬ 
mal sendmail I/O channels. 

Solution: The log portion of send¬ 
mail was changed so it would 
open the system logfile only once 

during the life of a process, use 
only buffered I/O for the writes, 

and close the logon process termi¬ 
nation. After the fix, the system 
call overhead was reduced by a 
factor of 10. 

Note that the main program it¬ 
self was not the cause of the prob¬ 
lem. Rather, it was the subroutine 
implementing the system logging 

function that needed change. To¬ 
tal system performance was 
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bound in this instance by a single 
program. This should serve as 

evidence that you need to tune an 
entire program—not just its 
parts. 

Case History #3: The case of the 
whole being different from the 
parts. 

Symptoms: A machine showed 
an unexpected increase in perfor¬ 

mance just after the installation 
of a rewritten C compiler. Pre¬ 
viously. the compiler had run as 
separate programs connected by 

UNIX pipes. As rewritten, two of 

the separate programs were 

combined. 

Discussion: The portable C com¬ 
piler from AT&T that originally 
was used had been written to run 
on a PDP-1 1 with only 64K bytes 
of memory address space. To keep 

within these constraints, it had 
run as a set of smaller programs to 
avoid overflowing memory space. 
It became possible to ignore some 

of these memory size restrictions 

when new computers with in¬ 

creased memory address space 
arrived. So two of the compiler's 
programs, the Semantic Analyzer 

and the Code Generator, were 
combined and the pipe between 
them was eliminated. 

The first pass of the compiler 
was a C pre-processor that could 
be called separately. The second 
pass was a Semantic Analyzer 
that could take syntactically cor¬ 

rect C and produce syntax trees, a 
data structure that described the 
program symbolically. Then the 
Code Generator produced code 
that could be assembled by the 
UNIX assembler and linked to a 
working program. It is important 

to note that syntax trees were ori¬ 
ginally passed between the Se¬ 
mantic Analyzer and Code Gener¬ 
ator bv using writes and reads 
across a pipe containing binary 

information. By rewriting these 
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portions of the C compiler, infor¬ 
mation could be passed in mem¬ 
ory instead. 

Solution: Passing information in 
memory, as a result of combining 
the Semantic Analyzer and Code 

Generator, eliminated a pipe and 
substituted a shared memory 
data transfer that was much fas¬ 

ter. Note that the elimination of a 
single pipe led to a substantial 
performance increase. The pipes. 

Some programs run 

slowly because of a 

number of small-scale 

errors in programming 

judgment. 

which had been used to get 

around the problem of the PDP- 
11s small address space, had 
limited the program’s perform¬ 

ance. 

Case History #4: The case of the 
unbalanced memory. 

Symptoms: On investigating the 

ailments of a limping POP-11/70. 
it was discovered that lots of pro¬ 
cesses were being swapped out 
while they waited for memory to 

become available. 

Discussion: At first glance, it 
looked like a swap-bound system 
that could be cured by the simple 
addition of memory. But there is a 
point at which the addition of 
memory fails to provide a cure for 
the swap-bound malaise. 

In a non-virtual. swapping sys¬ 
tem such as the PDP-11, swap¬ 
ping can occur even when there is 

available memory. This is particu¬ 

larly true when memory size ex¬ 

ceeds 2.5 MB. 
In this particular instance, the 

addition of memory actually made 
the performance problem worse. 
Instead of speeding up, the 11 /70 
slowed and the time for in-core 

process expansion, the memory- 
to-memory copy procedure, in¬ 
creased dramatically. The ma¬ 
chine had moved from a swap- 
bound condition to a memory- 

bound one. Why? Because the 
CPU had to do expansion by copy¬ 
ing programs from one part of 
memory to another. Previously, 

the disk controller had been used 

to copy processes by forcing them 
to be swapped in and out of 
memory. 

The increase in CPU activity 
led to an examination of the disk 
controller. Remember, before 
adding memory, it had been the 
disk controller rather than the 
CPU that had moved data in mem¬ 
ory. The memory shortage that 
had triggered the action of the 
controller had also offloaded the 
processing burden from the CPU. 

That sped up the system’s 
throughput. But when memory 
was added to the system, the disk 
controller no longer went to the 
aid of the CPU, forcing the CPU to 
do the copy itself! The moral of 
this story? More memory may not 
necessarily mean more perform¬ 

ance. 
In virtual systems, such as the 

Masscomp MC-500 or the DEC 
VAX. processes can grow rapidly 

on machines that manage 2 to 8 
MB of memory. Despite the luxury 
of having plenty of available 
memory, such systems can thus 
exhibit inexplicably sluggish per¬ 
formance. On single controllers, 
moreover, interrupts can show 
sudden, dramatic increases. 

A check of ps(l) and vmstat(l) 
on such a system will probably in¬ 
dicate that the wait is for disk I/O. 
If so. the throughput of the disk 

Continued to Page 96 
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IBM’s Unix:based 
system of the 
future is the CIES 
system of today 

IBM knew that someday even small businesses would catch 
on to the fact that PCs just aren’t enough. Too little 

power. Too little memory. 
IBM’s solution: a UNIX-based multi-user sys¬ 
tem. Someday. 

It’s the same solution CIE Systems came 
up with over two years ago. And it’s a 

solution we’ve been perfecting ever since. 
The new CIES 680/100 and CIES 

680/200 are not in the future. Not 
something you need now, but can’t get. 

They’re here. Today. 
They’re here with multi-user 

expandability of from one to 40 
users, doing different jobs 
simultaneously. 

They’re here with up to 2 Mega¬ 
bytes of memory. 

They’re here with up to 300-plus 
Megabytes of hard disk, along with a 

floppy disk drive and a streamer tape 
drive for backup. 
They’re here with all the power. All the 

memory. All the customer support. All the 
ready-to-run applications a business needs, 

including a complete general accounting pro¬ 
gram, word processing, electronic spreadsheet, 

even a complete medical practice program for 
physicians. 

Not someday. Today. From CIE Sys¬ 
tems, the ever-growing giant in super¬ 

micros backed by C. Itoh & Company 
Ltd., the fifth largest corporation in the 

world with over $60 billion in annual sales. 
For more information on the system you need today, 

not someday, just call or write. 
CIE Systems, Inc., 2515 McCabe Way, Irvine, CA 

92713-6579. (714) 660-1800. Call toll free 1-800-854-5959. In Califor¬ 
nia, phone 1-800-432-3687. 

A C.ITOH ELECTRONICS COMPANY 

CIES SYSTEMS SALES OFFICES 

Southwest Northeast North Central 
2515 McCabe Way Executive Mews, M64, 1 Cross Roads of Commerce 
Irvine, CA 92713 1930 East Marlton Pike Suite 305 
(714) 660-1800 Cherry Hill, NJ 08003 Rolling Meadows, IL 60008 

(609) 424-6925 (312) 392-1331 

CIES 680 is a Trademark of CIE Systems, Inc. 
UNIX is a Trademark of Bell Laboratories 

® IBM is a Registered Trademark of International Business Machines Corp. 
© 1984 CIE Systems, Inc. 

C/E Systems 

South Central 
17311 Dallas Parkway 
Suite 230 
Dallas, TX 75248 
(214) 248-8355 

Southeast New England Northwest England 
4501 Circle 75 Parkway 400 Amherst St. 2700 Augustine Dr. Beacon House 
Suite 1190 A Space #41 Suite 238 26/28 Worple Road 
Atlanta, GA 30339 Nashua, NH 03063 Santa Clara, CA 92504 Wimbledon. SW19, 4EE 
(404)953-1876 (603)881-7031 (408)748-0452 01-946-4960 
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Most of the computer performance enhance¬ 
ments of the last 30 years have been directed at 
improving system throughput (measured in units 
per time interval, such as: jobs per hour). Thus, 
people have come to perceive “performance" as sim¬ 
ply a synonym for throughput in batch systems. 
Another measure of performance that has since 
arisen is “load capacity”, which is just another as¬ 
sessment of throughput for multitasking computer 

systems. 
Enter the interactive timesharing systems of the 

1980s—dedicated microcomputer systems, office 
automation software, and other interactive appliea- 
(ions like CAD/CAM graphics. With them has come 

t lie need for a new criteria of performance—one that 
can be related to the end user’s personal 
experiences. 

Enter the era of response time measurement. The 
response time measure of performance is non-uni- 
formly applied to such aspects as keystroke echo 
times, command completion times, command start¬ 
up times, and any other activities that force the user 

to wait in front of a CRT. 
The perception of “slowness” in the user s mind 

often stems from erratic response times. This is 
manifested in several ways, the most common of 
which is keystroke response. If “normal” keystroke 
responses are sufficiently fast to be subjectively in¬ 
stantaneous, then other system activities that pro¬ 
duce noticeably long responses—such as swapping 
and paging—seem abnormally slow. Note that the 

unqualified claims that system A is great and oper¬ 

ates X times faster than system B. To get to the 
bottom of such claims, you must have an under¬ 

standing of the claimant’s perspective. Be especially 
nervous when someone claims that something is 
faster or better: ask them to define their terms and 
give examples. If you get only a glowing one-sided 

report—ask someone else. 
The basic truth is that not all computers are alike. 

Neither are they equally suitable for every job. Nor 
does everyone judge them in the same way. Further¬ 

more. since requirements change, we need to view 
performance evaluation in terms of a system life 
cycle, rather.than from a short term perspective. 

This evaluation is broken into three major 
phases: 

1) Estimating your requirements and choosing a 
system accordingly. 

2) Getting the most out of what you finally 
purchase. 

3) Comparing what you’ve bought to your future 
expansion needs. 

In evaluating systems, be careful of religious zeal¬ 

ots who only evaluate the relative merits of a com¬ 
puter from a dogmatic viewpoint, (“XX is such a dog. 
It can’t do ZZ. I don’t know why anybody would ever 

want it.’’) Every system has its strong points and its 
weak points. There are always going to be tasks for 
which it is best suited, and tasks for which it should 
never be used. 

Probably the single most misunderstood and mis- 

Getting back to basics 

SYSTEM TUNING TRADITION 
by John Bass 

user learns to expect immediate response as the 
norm. Also, the user notices and remembers slow 
responses even when the system may be “normal¬ 
ly” fast. It has been observed that users of heavily 
loaded systems with uniformly slow response soon 
come to accept that as normal. These users also 
generally grow unaware of periodic faster service. 

EXPERIENCE FROM BYGONE DAYS 

In the old days, a system that did X times more 
jobs per day than another computer was considered 
a faster and better system. Today's “response time” 
criteria, though, is overwhelmingly subjective and 
not significantly demonstrable. It doesn't matter to 
the end user that the system can do X, Y, and Z ten 
times faster than an old system when Q runs slow in 

relation to the user's past experience or current 
need. As a result, the marketplace is flooded with 

represented feature of the UNIX system is the swap¬ 
ping vs. paging issue. “Swapping”—as used in V6. 
V7. System III, and System V—refers to the act of 
moving a user’s entire program and data in and out 
of memory to make room for some other user’s pro¬ 
gram and data. This is done via large I/O chunks on 
most UNIX systems to avoid “swap” operations that 
require no more than a “few” I/O transactions. Jobs 
may be loaded into the memory as one contiguous 

chunk of memory or may be “scatter loaded” in a 
number of smaller segments. 

Swapping is done on systems with base and dis¬ 
placement MMUs like those found on PDP-1 Is and 
many micros like the Tandy 16B and the Fortune 
32:16. Swapping can also be used with paging 
MMUs on systems like the VAX or Onyx C8002. 
using either scatter loading or contiguous alloca¬ 
tion. Another common MMU design is based on 
“buddy allocation” of the sort found on the Motorola 
M68000 MMU. This offers an efficient way to man- 
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age memory using variable sized pages or segments 
that increment in size by a power of 2 (i.e. IK, 2K. 
4K, 8K . . . 256K, and so forth). 

“Demand paging" (often called simply “paging”) 

allows jobs to be broken up into small chunks 
known as “pages”. Paging is found in 4.1 BSD and 
4.2BSD-based systems, and soon will be found in 
certain new AT&T releases. Though page sizes are 
often fixed within a single system, their lengths can 

In the old days, a system that did X 

times more jobs per day than 

another computer was considered 

a faster and better system. 

vary from 512 bytes to 4K bytes. Many 4.XBSD- 
derived systems use a IK page size. With paging, 

jobs live on the disk paging file and (hen are brought 

into memory on “demand”, a page at a time, as the 
memory is accessed. When a page hasn't been used 
for “awhile” and some other process needs the 
memory, the page is written back to disk. Thus, 
demand paging may allow more efficient memory 
usage simply by requiring the active parts of a pro¬ 
gram to reside in memory (the working set) only dur¬ 
ing program execution. This also allows a demand- 
paged system to run programs that are much larger 
than the real memory of the machine. 

Depending on a system's configuration and appli¬ 
cation: 1) paging may be the only choice: 2) the dif¬ 
ferences may be insignificant: 3) paging may be 
much better: or 4) swapping may be much better. 
This depends on how much memory the system has, 
how big the program is, what the rest of the system 
job mix is, and the relative cost of paging a program 
in and out vs. swapping it in and out. Let's look at 

some examples. 
Configuration One—Paging is the only choice: 

This system probably runs certain CAD/CAM, 
graphics, LISP, or other programs that need a larger 
virtual address space (500K byte. 1 MB. or more) 
than is available in real memory. Back in 1978-79, 
applications like these for ARPA could be run on 
machines of the day that were cheap and available. 
That led to ARPA's funding of a Berkeley effort in 
1979-80 to complete the UNIX 32V paging experi¬ 
ments for the 4.1 BSD product. It was tuned and 
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optimized to support the ARPA VISION and LISP 

projects. Additional funds were made available so 
t hat 4.2BSD could be specifically enhanced for t hose 
applications. 

Configuration Two—The differences are insig¬ 
nificant: This system has memory available that is 
roughly equal in size to all of the jobs needing to run 
concurrently. Job mixes on such a machine can in¬ 
clude a few 100K byte to 500K byte programs and a 
larger number of 10K byte to 50K byte jobs. On the 
small end of the scale, one might find such standard 
UNIX utilities as vi. sed. and make. The disk chan¬ 
nel on such a machine has a burst rate fast enough 

to swap the largest job in a few hundred milliseconds 

or so. The disk device has a very fast seek rate (less 
than 30 ms) and the disk queue is always short 

enough to provide service in a few hundred millisec¬ 
onds. Such a configurat ion allows both demand pag¬ 

ing and swapping to provide reasonable response 
times. 

Configuration Three—Paging is much better: 
This system doesn’t have enough memory to run 
several large interactive jobs at once. The swap in/ 

out times of larger programs will make overall inter¬ 
active performance on such a system irregular with 
response times fluctuating in the one to three sec¬ 
ond range. This was a problem that occurred when 
several users attempted to run vi on PDP-1 1/45s, 
but was overcome when machines like the 1 1/44 
and the 11/70 offering memory sizes larger than 
256K bytes were released. Irregular response time 
problems can also occur on 256/512K byte micros 
that attempt to run several large spreadsheet pro¬ 
grams concurrently. Since the same micros often 
have very slow disks, a memory size of 768K byte/1 

MB or more is often recommended—regardless of 
paging or swapping. The most notable applications 
of this class are found in research and 
engineering environments that run program devel¬ 
opment concurrent with numerous large jobs (rang¬ 
ing from 300K byte to 1 MB on machines offering two 
to four MB of RAM). 

Configuration Four—Swapping is much bet¬ 
ter: This system mainly handles processes in the 

1 OK byte to 150K byte range, along with a few larger 
programs—generally leaving enough real memory 

for large jobs and small jobs to run concurrently. 
Disk channels in machines of this sort are always 
under heavy demand (i.e. file system throughput be¬ 
comes a significant factor in response time), and 
queue service times are usually relatively long (i.e. 
long disk queues and/or very slow seek times on the 
disk device will result). This system will also be cost 
sensitive. Small RAM sizes are required as well as 

Continued, to Page 100 
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Only Microware's OS-9 
Operating System Covers 

the Entire 68000 Spectrum 
MICROWARE’S OS-9 

UNIX 

ROM-BASED FLOPPY-DISK BASED DISK-BASED SMALL-SCALE LARGE-SCALE 
CONTROL PERSONAL INDUSTRIAL TIMESHARING TIMESHARING 
SYSTEMS COMPUTERS SYSTEMS SYSTEMS SYSTEMS 

HAND-HELD HARDWARE/SOFTWARE SINGLE USER MEDIUM-SCALE 

COMPUTERS DEVELOPMENT SYSTEMS MULTI-TASKING SYSTEMS TIMESHARING SYSTEMS 

SMALL SYSTEMS LARGE SYSTEMS 

Is complicated software and expensive hardware 
keeping you back from Unix? Look into OS-9, the 
operating system from Microware that gives 68000 systems 
a Unix-style environment with much less overhead and 
complexity. 

OS-9 is versatile, inexpensive, and delivers outstanding 
performance on any size system. The OS-9 executive is 
much smaller and far more ef¬ 
ficient than Unix because it's 
written in fast, compact as¬ 
sembly language, making it 
ideal for critical real-time ap¬ 
plications. OS-9 can run on 
a broad range of 8 to 32 bit 
systems based on the 68000 
or 6809 family MPUs from 
ROM-based industrial con¬ 
trollers up to large multiuser 
systems. 

OS-9'S OUTSTANDING 
C COMPILER IS 

YOUR BRIDGE TO UNIX 
Microwanes C compiler tech¬ 

nology is another OS-9 advantage. The compiler produces 
extremely fast, compact, and ROMable code. You can easily 
develop and port system or application software back and 
forth to standard Unix systems. Cross-compiler versions for 

VAX and PDP-11 make coordinated Unix/OS-9 software 
development a pleasure. 

SUPPORT FOR MODULAR SOFTWARE 
- AN OS-9 EXCLUSIVE 

Comprehensive support for modular software puts OS-9 
a generation ahead of other operating systems. It multiplies 
programmer productivity and memory efficiency. Applica¬ 

tion software can be built 
from individually testable 
software modules including 
standard "library" modules. 
The modular structure lets 
you customize and recon¬ 
figure OS-9 for specific hard¬ 
ware easily and quickly. 

A SYSTEM WITH 
A PROVEN 

TRACK RECORD 
Once an underground 

classic, OS-9 is now a solid 
hit. Since 1980 OS-9 has 
been ported to over a hun¬ 
dred 6809 and 68000 

systems under license to some of the biggest names in the 
business. OS-9 has been imbedded in numerous consumer, 
industrial, and OEM products, and is supported by many 
independent software suppliers. 

Key OS-9 Features At A Glance 

• Compact (16K) ROMable executive written in assembly 
language 

• User “shell” and complete utility set written in C 
• C-source code level compatibility with Unix 
• Full Multitasking/multiuser capabilities 
• Modular design - extremely easy to adapt, modify, or 

expand 
• Unix-type tree structured file system 
• Rugged “crash-proof” file structure with record locking 
• Works well with floppy disk or ROM-based systems 
• Uses hardware or software memory management 
• High performance C, Pascal, Basic and Cobol compilers 

—7ncctot(MC~~ 

OS-9 
MICROWARE SYSTEMS CORPORATION Microware Japan, Ltd 
1866 NW 114th Street 3-8-9 Baraki, Ichikawa City 
Des Moines, Iowa 50322 Chiba 272-01, Japan 
Phone 515-224-1929 Phone 0473(28)4493 
Telex 910-520-2535 Telex 299-3122 

OS-9 is a trademark of Microware and Motorola. Unix is a trademark of Bell Labs. 



MAXIMUM UTILIZATION 

An interview with George Goble 

If anyone has ever made a ca¬ 
reer of improving computer sys¬ 
tem performance, it's George 
Goble. As the Systems Engineer 
of Purdue University's Electri¬ 
cal Engineerng Department, he 
has long wrestled with limited 
resources and seemingly unlim¬ 
ited demands. Like other sys¬ 
tems engineers in academic en¬ 
vironments, Goble has learned 
how to stretch meager funds to 
obtain larger, faster machines. 
But more importantly, he has 
also displayed an uncanny 
knack for getting the most out of 
what he already has. 

In tandem with Mike Marsh, 
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George Goble became the first 
to tie two VAXen together. DEC 
followed suit six months later 
with its dual processor 782. 
Meanwhile, stories about the 
phenomenally heavy use of 
PDP-lls and VAXen stream¬ 
lined by Goble have become 
legendary. 

To probe the mind of this re¬ 
sourceful man, UNIX REVIEW 
asked Dick Karpinski, the man¬ 
ager of UNIX Services at the 
University of California at San 
Francisco, to pose some open- 
ended questions. Goble's re¬ 
sponses follow. 
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REVIEW: What does perfor¬ 
mance mean? 

GOBLE: That’s like defining the 

meaning of life. 

REVIEW: One description sug¬ 
gests that performance means 
getting the most oat of what 
you've got. 

GOBLE: That’s as good as any. 
The time you’re going to spend 

has to be considered also. If you 
can spend two days speeding 
something up and get a 50 percent 
improvement for your efforts, it’s 
worth it. But you can’t spend six 
months getting a one percent im¬ 
provement out of a machine. You 
have to draw the line somewhere, 
but different people have differ¬ 
ent thresholds. Berkeley takes it 
right down to the final degree. 
When Bill Joy was there he could 
just look at code and benchmark 
it optically. That’s why 4.2BSD is 
so fast; he went through and 
spent four or five months (which 

would have been man-years of ef¬ 
fort by anybody else). Berkeley 
was just incredible at this stuff 
and it still is. Mike Karels and 
Kirk McKusick and the people 
there do good work. I don’t even 
profile the kernel anymore, I just 
call up Berkeley and talk to the 
guys there a couple times a week 
because I figure they’ve probably 
already profiled it. 

REVIEW: So your view of how to 
identify problems in UNIX code 
is to call up Berkeley and talk to 
the folks who have already pro- 

filed it? 

GOBLE: I just chat with them ev¬ 
ery now and then and these 
things come up. They keep dig¬ 

ging up these little five and 10 
percent boosts so it’s not even 
worth it for me to mess with it. 

We've got a dual-processor 
Gould machine installed here. It s 

best for me to spend my time 
working on that. Some people 
running single-user processes 
have found that each CPU runs 10 
times faster than a VAX 780. Why 
should I spend my time working to 
get five percent performance im¬ 
provements on the VAX? 

Gould gave us this thing for free 

and it still has some rough edges. 
We are the first 4.2 site for it. 
Gould worked a year porting it, 
but we’re essentially back to 
where 4.2 was when it first came 
out. We’ve got our work cut out for 

us. 

REVIEW: At Purdue, you started 
out with PDP-lls, didn't you? 

GOBLE: Right, 1 l/45s and 11/ 
70s—then VAXen, dual VAXen 
and now the Gould. 

REVIEW: And the dual VAX was 
your own invention? 

GOBLE: Right, Mike Marsh and I 
put them together and made it 
work. 

REVIEW: Was that before DEC 
did it? 

GOBLE: Yeah, we got ours out 

about six or eight months before 
DEC had the 782 completed. 

REVIEW: Did they come around 
to learn from you? 

GOBLE: I guess the 782 was under 
development, but the 4.1 UNIX 
that they sold for the 782 was 
based on our dual UNIX. I actually 
went to DEC and brought it up in a 
couple of days. So even though 
that hardware configuration is 

different, it was close enough that 
I could run the same kernel. All 
we had to do was set up the shared 
memory right. You just take the 
terminator off the SBI (synchro¬ 

nous backplane interconnect) 
and stuff another processor on it. 
Memory is the limiting factor any¬ 

way, so whether you have two 
CPUs on the same bus grabbing 
memory or dual port all your 
memory and put a CPU on each 

end, you’re just doing the arbitra¬ 
tion at a different point. If you 
have an 8 MB single VAX you just 
take the terminator off, put an¬ 
other processor on at about 50-60 

grand and you’re in business. It’s 
actually not quite that easy. 

DEC had shared memory and 
the MA-780 controller, in which 
you can only put 2 MB instead of 
four. So, to get your eight megs you 
had to have four memory control¬ 
lers, which were around 28 grand 

apiece, not counting the memory. 

Then to make their diagnostics 
work, they had to have a separate 
non-shared memory controller on 
each CPU that did nothing but 
diagnostics. 

REVIEW: Sounds like a more ex¬ 
pensive way to go. 

GOBLE: Right, and ours did basi¬ 

cally the same thing. But if you 
had an existing machine our way 
meant you’d only need two mem¬ 
ory controllers (just the standard 
cheap MS-780s) and you could get 
nearly twice as much memory. 
DEC knew it would work our way, 
too. There were a lot of people at 
DEC who wanted to implement 

the Dual VAX the way we did it. 
But they were told not to. 

REVIEW: Almost sounds as 
though DEC was trying to sell 
hardware? 

GOBLE: Yeah. The rumor I heard 
was that Marketing figured out 

that a single VAX at the time was 
probably worth about 500 grand 
if you bought it from DEC with all 
the DEC memory and DEC peri¬ 
pherals. Remember, this was 
back in the 40 grand/megabyte of 
memory days. Therefore, if a ma¬ 
chine came along offering 1.8 or 
1.9 times the VAX’s power, it 

would have to sell for about 800 
grand, according to Marketing fig¬ 
ures. A fully loaded 782 looked 

like a “freight train” to quote 

Mike O'Dell. It wouldn’t fit in a 
room diagonally. It contained 12 
or 13 bays. Ours was just added 
on a single, standard VAX bay, so 
it was only three feet longer than a 
single VAX. That was a lot of bang 
for the buck back then. 

REVIEW: Are there any stan¬ 
dards for system performance? 

GOBLE: If you’re only running in 
single-user mode, you really only 
need to take a look at the CPU be¬ 
cause that's the only thing you’re 
limited by. On that sort of ma¬ 
chine, there’s really not much 
that needs to be done. Where you 
really start getting hurt is when 
you run 90 or 110 users on dual 

VAXen. The biggest problem 
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I GOBLE INTERVIEW 

we’ve seen comes when a pro¬ 

grammer inadvertently does lots 

of syscalls like unbuffered writes, 
and bogs down the system with all 
sorts of one-character writes to 

terminal. 
If you have your own machine 

with nobody else on it and you call 
somebody up at 1200 baud with 
tip you might be eating 30 or 40 
percent of the machine taking in 

that input because the system 
has to wake up on every character 

arriving in raw mode. It works, 

but if you’ve got 20 people doing 
that on a system with 115 users 
logged in, the system’s going to 

come apart. 

REVIEW: How do you avoid 
those sorts of situations? 

GOBLE: You monitor the system 

and find the people that are inad¬ 

vertently forking commands 
where they don’t have to, or are 
leaving processes running in an 
infinite loop, or are reading files 
but not checking them so that 
they're just buzzing syscalls out 
at full speed. Once you find these 
people and educate them, it will go 

a long way. It can almost double 
the throughput of a system. 

REVIEW: How do you deal with 
high speed input into serial 
ports? 

GOBLE: Hardware can handle 

19.2 kilobaud input and if you 
soup it up, it’ll do 38.4 depending 
on whose DM (a serial line control¬ 
ler board) you have and what 
UARTs (Universal Asynchronous 
Receiver/Transmitters) you're us¬ 

ing. The hardware can do it, but if 
you send data faster than a per¬ 
son can type it, most terminal 
drivers will fail unless you’ve 
made special arrangements. 

REVIEW: That's the Silo prob¬ 
lem we've been dealing with for 
years, isn't it? 

GOBLE: Right, you get the Silo 
problem not because of the hard¬ 
ware but because the UNIX inter- 
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rupt routine is so inefficient. For 
every character, you have to 

search the process table, wake up 
a process, shovel it through the C- 
list, and do whatever other gar¬ 

bage is neccessary. In doing that, 

You get the Silo 

problem not because of 

the hardware but 

because the UNIX 

interrupt routine is so 

inefficient. 

you're actually putting the CPU so 
far behind that it can't get back 
quick enough to get the next char¬ 
acter out. The hardware ends up 
overrunning because the CPU 
can't service it. 

REVIEW: So. it comes down to 
identifying the places that take 
a few microseconds and figur¬ 
ing out how to use them less 
often or use them more ef¬ 
fectively? 

GOBLE: Yes. Back in the Version 

6 days, we built a line discipline 

called upload to handle the serial 
line problem. At interrupt time, a 
character would come in and get 

put into a circular buffer in user 
space. It was ugly and machine- 
dependent and it messed with 
mapping registers. But it worked 
and you could take 38.4 kilobaud 

input on a serial port with 70 peo¬ 
ple logged into an 11/70 and not 
notice it. You wouldn’t get over¬ 
runs or anything. 

REVIEW: That's marvelous. 

GOBLE: Now, we’ve rewritten this 
to be a new line discipline. It’s a 
little slower - but not much - and 
it’s portable. So it’s not ugly any¬ 
more. Now it copies the data so 
you can read it out with a normal 
read/call. 

The old discipline used non- 
blocking I/O, whether you wanted 
it or not. You couldn't fork, you 
couldn't grow your stack or do 
anything that might cause a 
move in core or you'd crash. It had 
lots of restrictions. 

The new version is just a plain 
old line discipline. It’s machine 
independent, you can drop it in 
and run it. I sent it to Berkeley on 
a tape a couple of months ago. 
They're aware of it. 

It only takes an ioctl SETD to 
set it and you can even talk to the 
shell with it if you want. It's like 
raw mode. It tries to be smart: in a 
terminal emulator like tip it 
wakes up fairly often so you don’t 
get a mushy keyboard effect. 
When you transfer a file, the stuff 
comes blasting in and starts wak¬ 
ing the process up once a second 
instead of on every character. It 
can take 19.2 kilobaud input, no 

sweat. 

REVIEW: You've just got to have 
a big enough buffer? 

GOBLE: Right, it rips off an 8K 
disk buffer. You have four seconds 
before you have to do anything. 
That makes it easy. 
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OUR5620TERMINAL WILL CHANGE 
THE WAY YOU VIE W YOUR UNIX SYSTEM. 

If you want to get the most out of your UNIX System, get the single terminal that performs 
like six—the 5620 Dot-Mapped Display from Teletype Corporation. This terminal is an exceptional 
value because it offers graphics and capabilities youd expect to find only in 
higher-priced workstations. 

With its unique capability to divide the display into six windows, the 
5620 makes excellent use of UNIX System V resources to greatly improve 
productivity. You create and control the size and position of each window 
simply, using the electronic “Mouse.” Unmodified host programs then view 
the windows as separate terminals, making it possible for you to work on 
several things at once. 

Just think how much easier that’d make it for you to prepare docu¬ 
ments and graphics, do computer aided engineering or write and debug 

programs. Imagine, for 
l example, while a pro¬ 

gram is compiling in 
one window, you edit the source code 
in a second window, check output in a third 
window, and send and receive mail concurrently 
in a fourth window. 

The 15-inch diagonal display boasts 
100 dots per inch, which gives you high reso¬ 
lution graphics and font capabilities. Complete 
with a full 32-bit processor and up to one mega¬ 
byte of memory, you can also offload the host 
by running programs in the 5620. 

As good as the 5620 makes Teletype 
Corporation look, it can make you look even bet¬ 
ter. lb find out how, write Teletype Corporation, 
5555 Tbuhy Ave., Dept. 3223-00, Skokie, IL 
60077. Or call 1 800 323-1229, ext. 615. 

TELETYPE: VALUE SETS US APART. 
“Teletype” is a registered trademark and service mark of Teletype Corporation. 
*UNIX is a trademark of Bell Telephone Laboratories, Inc. 

AT&T 
Teletype Corporation 

©1984, Teletype Corporation. 



GOBLE INTERVIEW 

REVIEW: Are you less con¬ 
cerned now with memory use 
than you used to be? 

GOBLE: Yes, with the VAX it’s 
easy. You have address space. 

REVIEW: What about network¬ 
ing performance? 

GOBLE: Bill Joy sped up TCP/IP 

by an order of magnitude. But 
even so, it runs slower by a factor 

of two in the Purdue Net because it 
checksums things and has to 

copy data. But Purdue Net was de¬ 
signed specifically for PDP-lls 
and VAXen, so we’re moving to 

TCP/IP. 
We may be taking a perfor¬ 

mance loss, but it really doesn’t 
matter since people tend to use 

networks to do terminal sessions, 

but continue to send files to each 
other via mail. Using sendmail as 
a copy mechanism is 200 times 
slower than just cp or going 
through a FTP (file transfer proto¬ 

col) on a network. So why should 
we be concerned about the two-to- 
one difference between Purdue 

Net and TCP/IP when people are 
accepting a 200-fold performance 
loss on file transfer? It doesn’t 

make a hill of beans of difference 
whether we use TCP/IP or Purdue 
Net because we’re being killed by 
sendmail, not by the network. 

REVIEW: Are you going to 
change sendmail? 

GOBLE: We’re thinking about it. 
We’ll be educating users to avoid 
sendmail as network file systems 
become available. I had written a 
network file system four or five 
years ago but I never typed it in. I 
figured it would swamp things. 

REVIEW: Well, Sun, among oth¬ 
ers. is proposing to put one out 
now. 

GOBLE: Several manufacturers 
have picked that software up. It 
won’t offer the best efficiency but, 
it'll sure beat mail, so that’s an 
improvement if you look at the to¬ 

tal picture. 

46 UNIX REVIEW MARCH 1985 

REVIEW: The idea is to make 
the network as easy for people 
to use as mail. Then maybe 
they'll use it. 

GOBLE: Right. We have several 
small VAXen that want better 
networking than uucp. Kirk 

It doesn't make a hill of 

beans of difference 

whether we use TCP/ 

IP or Purdue Net 

because we're being 

killed by sendmail, 

not by the network. 

Smith and I implemented a serial 

line TCP/IP called slip. I guess a 
couple of others have written 
something like this before. We 
picked up one of those and found 
it was horribly inefficient. It did 
single character puts and every 

time you took an input character, 

it called a whole bunch of subrou¬ 
tines—which is expensive on a 
VAX. Kirk Smith did most of the 
work on cleaning up the protocol 
on slip and getting it to work. 
Then I went into it for efficiency 
and pointed out to him what 
tricks to use. For example, I 

showed him the Berknet input 
trick of taking the character inter¬ 

rupt, stuffing the character in the 
buffer, and checking to see if it’s 

at the end. Then you return right 

away without doing any subrou¬ 
tine calls and expand it in a macro 
so it looks like a subroutine call. 

That speeds up the network by 

a factor of 30 or 40. So we can run 
this thing at 19.2 kilobaud, which 
is a third of the speed you get with 
Arpanet IMP. Hook up any old 

plain serial line and then run it 
where you have to, and put line 
drivers on it. You can be up in a 
day and run rlogin through it. 
That stuff’s in place and working 
during terminal sessions. You 
won’t even notice it slowing 
down. 

REVIEW: Is this a reasonable 
way to tie Ethernets together 
for moderate capacity? 

GOBLE: Not really. It’s nice for a 
small VAX 750 with three or four 
people using it, if it’s too far from 
an Ethernet. We just use ma¬ 
chines to gateway Ethernets now. 
But slip (at 19.2 kilobaud) is just 
too slow to gateway between Eth¬ 
ernets. It’ll take three or four min¬ 
utes to transfer a 400 KB file like 
vmunix. The thing actually runs 
right at 19 Kbaud and you get an 
effective 17 kilobaud throughput. 
When you count the overhead for 
TCP/IP, it takes 10 percent of your 
machine so slip is a pretty good 
deal. It might be on 4.3 too. I gave 
all that to Berkeley. I think Kirk 
Smith did 90 percent of the work, 
though. 

REVIEW: With performance in 
mind, do you just look around 
for problems? 
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Only Sperry can make the 
following four statements. 

Our PC runs the XENIX™ 
system, as well as MS-DOS™. 

Our 4 new microcomputers 
run the UNIX system. 

Our new minicomputer runs 
the UNIX system. 

Our Series 1100 mainframes 
run the UNIX system. 

All of which means there is 
a great deal we can do for you. 

For instance, our family of 
computers based on UNIX 
systems has incredible trans¬ 
portability for all your software. 

And being able to accom¬ 
modate from two to hundreds 
of users, it’s impossible to out¬ 
grow our hardware. 

Or course, this linking of all 
your computer systems can add 
measurably to your productivity. 

And a fast way to find out 

more is to get a copy of our 
Sperry Information kit. For 
yours, or to arrange a demon¬ 
stration at one of our 
Productivity Centers, call 
1-800-547-8362. 
‘UNIX is a trademark of AT&T Bell Laboratories 
XENIX and MS-DOS are trademarks of Microsoft 
Corporation 
©Sperry Corporation 1985. 

Introducing an idea 
that makes obsolescence obsolete. 

The UNIX operating system 
from PC to mainframe. 



GOBLE INTERVIEW 

GOBLE: We know how many us¬ 
ers we can get and we watch the 

load average (the number of 
things in the run queue) and we 
watch systime, too. If somebody 
screws up the percent of systime 
to usertime, it gets really bad. You 

have to watch that. 

REVIEW: These are things that 
are available to any user? 

GOBLE: Right. The vmstat utility 
coughs the numbers up. We also 
have a different way of getting it 
out here. We actually have a net¬ 

work-wide display like vmstat 
that brings in information from 

every machine, updated every five 
minutes. The data relates to the 

number of users, load average, ex¬ 
penditure of user time, and sys¬ 
time accounting. 

REVIEW: Do you have anything 
in there to point out exceptional 
systime expenditures relative 
to user time? 

GOBLE: We do because it really 

wrecks our dual CPU if you have 
some processes doing nothing but 
syscalls. That makes the slave 
processor sit idle. This isn’t the 
way Bell did it. Bell actually went 
through and semaphored every¬ 
thing. They run multiple CPUs in 
kernel mode. It’s a lot of work to do 
that. And I’m not sure if you can 
ever get a solid kernel with their 
approach. But I only spent two 
weeks writing code for the dual 

processor and it gets t he job done. 

REVIEW: You didn't change the 
kernel very much? 

GOBLE: Just the master/slave 
stuff. Slave just runs user pro¬ 
cesses and we feed all the syscalls 
through the master. If you keep 
systime below 50 percent, then 
when you go dual processor that 
50 will almost turn into 100. As 
long as a master is doing all the 
syscalls and still keeping up, it’s 
going to be just as good as a ma¬ 
chine where you can run two ker¬ 
nels at once. My scheme only 

works for two CPUs but it’s quick 

and it works. I haven’t got 10 peo¬ 
ple to spend a year implementing 
something that will be obsolete as 
soon as it’s done. Instead, we 
watch syscalls very carefully. 

You can generally 

improve performance 

by a factor of three or 

four by just going in 

and cleaning stuff up. 

REVIEW: In principle, when 
you’re trying to identify a prob¬ 
lem in UNIX, you end up using a 
profile. But you've said you’d 
rather use Bill Joy's eyeballs. 

GOBLE: Yeah, but if you run a pro¬ 

cess and it ends up using a lot 
more systime than you think it 
should, you know it needs looking 
at. Then you can profile that user 
process to find out where the 
problems might be. 

One of the things we have done 
that nobody else seems to have 
picked up is that we’ve found 
some scheduler bugs in 4.1. Bill 
Joy has actually worked on res¬ 
cheduling some because interac¬ 
tive things like vi could actually 

hang up a second or so even if you 

had a light load. Berkeley ended 

up changing the rescheduling so 
that it now occurs every tenth of a 

second. The problem’s still there 
but now it's just not noticeable to 
a human anymore. 

REVIEW: Anything under a 100 
milliseconds doesn't matter? 

GOBLE: Right. We had a PDP-1 1/ 
44 that would run on the Unibus. 

It would monitor VAX main mem¬ 
ory and it looked like a DMA de¬ 
vice so it wouldn’t impact the 
VAX. We could get displays like a 
process table updated 10 times 
per second. You could see pro¬ 
cesses flipping in and out and you 
could see forking, process switch¬ 
ing, and find out which CPU was 
running on which process. 

We used that system to develop 
the dual CPU kernel. Over a one- 
second interval you could watch 
the run queue go from maybe 
three to 1 0 or 15 before dropping 
down to one or two again. You 
could see screen editors waiting 
for service and they would sit idle 
for a whole second before process¬ 
ing a single character. You could 
never see this stuff with a ps com¬ 
mand. But with that monitor, a 

peripheral processor just generat¬ 
ed the display and let you look 
through core and processes and 
actually see the thing running in 
real time. 

We made a movie and showed it 
at Usenix. You could actually see 

the system going multiuser and 
see 100 inits just appear out of 
nowhere at once. We’ve also add¬ 
ed a ’ research” bit. After you use 
20 seconds of CPU time it gives 
you a nice -T10 if you’re not inter¬ 
active. Those jobs get maybe 10 
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percent of the CPU, keeping the 

rest of the CPU free for the inter¬ 

active jobs. 

REVIEW: Sounds like a policy 

decision. 

GOBLE: It’s worked out well here. 
Interactive work really doesn’t 
consume that much of the CPU, so 

this gives good response and the 
background things probably run 
90 percent as fast as they would 
have otherwise. Who cares 
whether a job takes six hours or 
six and a half hours? If it means 
good interactive response for the 
whole system, I think it’s worth it. 
Even on the Gould machine, run¬ 
ning eight or 10 times faster than 
a VAX, five batch jobs in the run 
queue have made vi run slowly. 
Everybody grumbles about it. So 
I’ve had to renice everything to 
-I-10 by hand, to simulate the re¬ 
search bit. We’ve just had the 
Gould up for less than a week, so 
it’s a little premature to talk about 
the effects of that approach. 

REVIEW: What do you tell appli¬ 
cation programmers about sys¬ 

tem performance? 

GOBLE: Just to try to minimize 
system calls. Some grad student 
will write a program that dogs a 
lot of system calls. He’ll run it in 
the middle of the night, and it’ll 
run fine because he had the whole 
VAX to himself. Then his profes¬ 
sor will say “Gee, this is neat”, 
and will pass it out to 600 stu¬ 
dents. They’ll run it in the middle 
of the afternoon and we’ll have a 
disaster on our hands. 

REVIEW: So. in fact you don't 
design for efficiency, but rather 
work to find inefficiency? Then 
you profile it and fix the slow 

parts? 

GOBLE: Right, but only if the pro¬ 
gram gets used heavily. Then you 
do a panic scramble. For instance, 

people might be deleting 20 files 
by doing a system rm. That will 
mean 40 process forks and 20 

loads of the shell. It could just as 
easily be done with a for loop in¬ 
cluding an unlink call. That 
would be a thousand times faster. 

When you have these sorts of 
things, what difference does it 
make if your kernel runs five per¬ 
cent faster? 

At Bell Labs I've seen stuff run¬ 
ning 80, 90 percent systime loads 
all the time. Ritchie and Thomp¬ 
son aren’t supposed to clean that 
stuff up because they’re exploring 
new ideas there. But here we must 
have 10,000 active accounts on 
our network. When 600 of those 
users run the same inefficient 
program, you find out about it— 

immediately. 

REVIEW: Have you developed 
any specific guidelines for pro¬ 
grams at Purdue? 

GOBLE: Well, you try, but for ev¬ 
ery 1000 programs written, prob¬ 
ably only three or four of them ac¬ 
tually achieve wide use. It’s just 
easier to let problems happen 
once and then find them. We pe¬ 

nalize excessive system calls by 
lowering the priority of the pro¬ 

grams that contain them, so pro¬ 
grammers responsible for bogging 
the machine down with systime 
will get no response. When they 
come and complain we’ll find out 
what the problem is and educate 
them about how to avoid it in the 
future. 

REVIEW: How do benchmarks 
tend to mislead? 

GOBLE: My opinion on bench¬ 
marks in general is that you can 
make them show anything you 
want: you just have to know the 
answer before you start. You can 
sure shift results by factors of 
three and four with no problem. 

It used to be when you had a 
simple Von Neumann machine 

with maybe a cache and flat-out 
register increment speed, you 

could compare machines. You 
could say this machine is five 
times faster than that one and it 

would really mean something. But 

I just did a register spin on our 
Gould machine we have here and 
it showed one processor ran 3.5 

times faster than a VAX 11/780. 
Yet a C program that just ran on 
the machine ran 10 times as fast 
as it would have on a VAX. An¬ 

other might run 15 times as fast 
as on a VAX. A compile might run 
four times faster. It really de¬ 
pends. You also have to take disks 

into account. You can get a rough 
number from benchmarks but 
you might as well run a bunch of 
your own programs on the ma¬ 
chines you’re trying to compare. 

That’s probably as good a test as 

you can get. Differences of 10 per¬ 
cent aren’t even noticeable. But 
when you get differences that you 
can measure by factors of three 
and four, they'll start showing up. 

REVIEW: What would you do 
with a machine that seemed to 
be overlaoded if you didn't have 
kernel hackers around? 

GOBLE: Find a UNIX consultant 
and hire him. You can generally 

improve performance by a factor 
of three or four by just going in 
and cleaning stuff up. So hire a 
UNIX consultant for a couple of 
months to just skim over the obvi¬ 
ous stuff. 

REVIEW: Thus saving the pur¬ 
chase of three or four more 
machines? 

GOBLE: Right. Read our Dual CPU 
report and you’ll see that if we 
didn't monitor load, we’d prob¬ 
ably only get a fourth as much 
work done. That’s a lot more ef¬ 
fective than tweaking another 
three percent out of the kernel. 
Still, Berkeley will get 10 percent 

improvement and propagate it on 
10 other VAXen. That’s almost 
like getting a VAX for free. The 
message in that. I guess, is that 
before you go out and buy another 
machine, make sure you’re run¬ 
ning lean and clean on what you 
already have. ■ 
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PERFORMANCE 
TRADEOFFS 

Optimizing software for the UNIX environment 

by Roger J. Sippl 

Does the UNIX operating sys¬ 
tem architecture offer enough 
performance for a commercial 
data processing environment? 
Now that UNIX is in use on over 

100,000 commercial data pro¬ 
cessing machines, and seems des¬ 
tined to appear on millions more, 
that may be a silly question. But 
in the early days of UNIX “com¬ 
mercialization”, it was one that 
was often asked. 

UNIX has an elegant internal 
architecture. But it must be un¬ 
derstood by application builders 
if it is to be optimized to the bene¬ 

fit of end users. Fortunately, the 

internal concepts that applica¬ 
tions builders must master are 
fairly simple and logical. 

Important design issues built 
around the internal constructs of 
UNIX will be reviewed in this arti¬ 
cle from the point of view of three 

of the most common kinds of busi¬ 
ness application software—the 
spreadsheet, the word processor, 
and the database management 
system. 

Custom software built by com¬ 
mercial data processing profes¬ 
sionals generally obey the same 
rules and benefit from the same 
design techniques that apply to 

these three typical office automa¬ 

tion packages. Common custom- 

built applications, (especially 
those written in a language, like 

COBOL, that uses an ISAM in¬ 
dexed file facility) are built on top 
of database systems. However, 
some applications—such as cal¬ 
endaring, statistics, scheduling, 

communications, and budget¬ 
ing—use machines in a way more 
closely resembling spreadsheets 
or word processors than data¬ 
bases. 

THREE MAIN RESOURCES: 
MAIN MEMORY, DISK, AND 
CPU 

The main architectural issues 
in software design revolve around 
the use of the computer’s major 
resources—memory, disk, and 
CPU. If any or all of them are over¬ 
burdened, the application’s per¬ 
formance will suffer—and so will 
the user. 

“Poor performance” almost al¬ 
ways translates simply into “in¬ 
sufficient speed”. Wrong answers 
are another problem altogether, 
typically resulting from program 
bugs or erroneous code. Slow or 
irregular execution—or, on occa¬ 

sion, some other behavior that is 
“temporarily annoying” to the 
user—are the conditions de¬ 
scribed by “poor performance”. 

UNIX is designed so that mem¬ 
ory, disk, and the CPU are inter¬ 
twined. Often, this can lead to a 
weakness in one area being hid¬ 
den from the user by an abun¬ 

dance in another. The most obvi¬ 
ous example is virtual memory. 

With all UNIX systems, more pro¬ 
grams can be run than will actu¬ 
ally fit into main memory. UNIX 

will “swap out” one or more of the 
programs currently in use to 
make room for a program of more 
immediate interest. 

When UNIX looks to swap a 

UNIX REVIEW MARCH 1985 51 



A L PERFORMANCE TRADEOFFS 

process out, it tries to find a pro¬ 
gram that hasn’t been used much 
lately. In theory, the “least recent¬ 
ly used” (LRU) program should be 
the best candidate for removal. Of 
course, when the user of the 
swapped program finally does 

provide some fresh input, UNIX 
must pull the program back into 
main memory, and possibly swap 
somebody else’s process out. 

When UNIX swaps a program 
out, it temporarily writes the pro¬ 
gram toa “swappingdisk”, where 
the process remains until fresh 
input causes UNIX to put it back 

into memory. On most UNIX ma¬ 
chines, the “swapping disk” is 
simply a partition on one of the 

drives. 

By using the “virtual memory” 
principle, UNIX can accommo¬ 
date more users and/or more pro¬ 
grams in main memory than the 

actual amount of main memory 
would otherwise allow. When real 
memory is exceeded, the comput¬ 
er’s disk I/O system labors to 

make up for the lack of sufficient 
memory. UNIX will lean on a disk 

drive to handle the overflow if it 
has to. However, swapping is typi¬ 
cally slow—enough so to be 
noticed. 

If a machine must swap a great 
deal, it’s typically said to be 
“thrashing”. A thrashing ma¬ 
chine spends most of its CPU and 
disk input/output time just trying 
to keep up with virtual memory 

housekeeping—at the expense of 
getting much useful work done. 

Causing the machine—espe¬ 
cially a small, multiuser UNIX 

machine—to swap is probably 
the most important thing to avoid. 
It may sound obvious, but the best 
way for an application builder to 

MAIN MEMORY MAP MAIN MEMORY MAP 

UNIX 

APPLICATION 1 
FRONT END 

APPLICATION 1 
BACK END 

APPLICATION 2 
FRONT END 

APPLICATION 3 
FRONT END 

Figure 1 — In the first representation, only three applications are in use. 
But in the second representation, all three programs can be used simulta¬ 
neously. The difference? Only the size of the code portions being swapped 
has been changed. 

avoid heavy swapping is to write 
small applications. 

If that is not possible, it is 
sometimes a good idea to break 
large programs into two pieces 
that can “pipe” data back and 
forth. Then, if swapping is neces¬ 

sary, at least the system will be 
able to swap something smaller. It 
is usually easier for UNIX to find a 
“hole” for a small program when 
it swaps back into main memory. 

(See Figure 1.) Breaking programs 
is also good if one part is used in¬ 
frequently. There’s certainly no 
reason for inert chunks of code to 

always be resident in main mem¬ 
ory, taking up valuable space. 

In addition to considering 
space efficiency, software engi¬ 
neers must write code designed 
for speed. This also seems obvi¬ 
ous, but taken together with the 
“write small programs” rule, it 
means: write in C or some other 

compiled language that generates 
machine instructions optimized 
for both fast execution and mini¬ 
mum code size. 

Another reason to write in C is 
to produce programs that are “re¬ 
entrant”. This is important be¬ 
cause UNIX allows a program’s 
code to be shared among multiple 
users. Figure 2 shows a version of 
a UNIX “memory map” with four 
users running programs at the 
same time. Notice that there are 
two different types of word pro¬ 
cessors in use, as well as a third 
program doing spreadsheet work. 
Also note, though, that there are 
only three user code areas 
available. 

John and Susan have their 
own code areas since they’re the 
only ones running their respec¬ 

tive applications. But Steve and 
Mary are able to share the same 
code segment. This sort of effi¬ 
ciency is possible only when pro¬ 
grams are written in a language 
such as C that supports re-en¬ 
trant execution of code. Interpret¬ 
ed languages do not support re- 
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entrant execution because code 
being interpreted is actually re¬ 

garded as data—from the UNIX 
point of view. (However, the inter¬ 
preter itself, if written in C, will 
have a re-entrant code segment.) 

Another example of how re-en¬ 
trant code can help overall perfor¬ 
mance is shown in Figure 3. This 
figure shows two alternative pro¬ 
cess architectures of the same da¬ 
tabase-oriented program. One 
typical program that might be 
found in a database environment 
would be an interactive query pro¬ 

gram that shares a great deal of 
code with a report writer or a cus¬ 
tom database program. 

By putting the common code 
into a separate process, the total 
amount of space needed to run 
them all simultaneously is 
decreased. 

To gain a little extra speed, the 

application could be “profiled" 
using the UNIX profile utility, 

and certain very tight “inner 
loops" could be re-written in as¬ 
sembler as well as a high level lan¬ 

guage. If the assembler is conve¬ 

nient on the target machine, this 
inner loop optimization can be 
very useful in conserving CPU re¬ 

sources, in addition to providing 
the user with greater speed 
(which may or may not be notice¬ 
able. depending on the location of 

the loop in the program). 
The principles for writing code 

that is small, fast, compiler-opti¬ 
mized, and re-entrant hold true 
for just about any software. With¬ 
in each application category, 
moreover, are other specific areas 
of concern. For example, word 

processors have to be particularly 
careful not to waste cursor motion 
when refreshing the screen of a 

dumb terminal. The curses li¬ 
brary available on most UNIX ma¬ 
chines is a good tool for helping 

with that, although it tends to be 

big. 
Thus, if the machine is getting 

to the point where it needs to 
swap processes, the size of a pro¬ 
gram can literally slow it down 

more than the slow feature the 
code was designed to improve. 
This is a classic time/space trade¬ 
off that has impact in many areas. 

Looking at the tradeoff in an¬ 
other way, the swapping require¬ 

ments of UNIX sometimes mean 
that the best way to get a com¬ 
puter to go fast is to add memory. 

This will become even more true 
as memory becomes cheaper and 

software designs become increas¬ 

ingly memory intensive. It’s par¬ 
ticularly true for database style 
applications. 

UNIX 

BRAND X WORD PROCESSOR 

CODE FOR JOHN 

JOHN’S DATA 

BRAND Y WORD PROCESSOR 

CODE FOR STEVE AND MARY 

STEVE’S DATA 

MARY’S DATA 

BRAND Z SPREADSHEET 

CODE FOR SUSAN 

SUSAN'S DATA 

INFORMIX 3.3 

QUERY 
LANGUAGE 

CODE 
+ 

DATA 

REPORT 
WRITER 
CODE 

+ 
DATA 

C PROGRAM 
CODE 

+ 
DATA 

RETRIEVAL RETRIEVAL RETRIEVAL 
SYSTEM SYSTEM SYSTEM 

CODE CODE CODE 
+ + + 

DATA DATA DATA 

INFORMIX-SQL 1.1 

Figure 2 — A typical UNIX main Figure 3 — Two similar database products using different architectures. 
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UNIX FOR ANY ENVIRONMENT- 

DATA GENERAL’S HOSTED MV/UX "AND NATIVE DG/UX: 

Now you can get around just about any 
programming obstacle. Because what¬ 
ever environment you’re working with, 
Data General’s MV/UX and DG/UX give 
you more UNIX solutions than anyone 
else. 

THE CHOICE IS YOURS 
A hosted UNIX environment, MV/UX 

is fully integrated with Data General’s 
Advanced Operating System/Virtual 
Storage (AOS/VS). Which gives you 
access to our CEO® Comprehensive Elec¬ 
tronic Office software. Along with a full 

range of commercial and technical 
applications, and the Ada® Devel¬ 
opment Environment. 

A native UNIX operating system, 
DG/UX is compatible with BSD UNIX 
and AT&T’s UNIX System V Release 2, 
offering performance enhancements 
and network support. 

FULLY COMPATIBLE 
Both MV/UX and DG/UX have a lot in 

common. They operate on our entire 
ECLIPSE® MV/Family of computers. The 
industry leaders in price performance 

from superminis to single-user worksta¬ 
tions. Each works with the industry stan¬ 
dard communications network, too. Both 
come with high-quality, comprehensive 
documentation and support services. 

All of which gives you quick solutions 
to meet your development, communica¬ 
tions and production needs. 

CALL NOW 
For more information on UNIX systems 

that are a generation ahead, call: 1-800- 
DATAGEN or write Data General, 4400 
Computer Drive, Westboro, MA 01580. 
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DISK ACCESS TIME SAVINGS 
THROUGH DATA BUFFERING 

Database applications hinge 
on many of the same performance 

issues that word processors and 
spreadsheets do. Most database 
products have screen packages, 
and thus—like word proces¬ 
sors—must worry about quickly 
refreshing the screen. Most data¬ 
base systems also have report 
writers, and thus—like spread¬ 

sheet programs—are concerned 

with the speed of calculation. 
However, spreadsheets and 

word processors do not constantly 
store and retrieve data from disk. 
Typically, a spreadsheet or word 

MEMORY MAP 

BUFFER 
POOL 

DISK 

Figure 4 — Main memory buffer 

pooling of a database. 

processor user reads in work from 
the disk at the beginning of a ses¬ 
sion or starts with no data at all. 
Often the data is only written out 
to disk when the session is com¬ 

plete. This makes for minimal 
disk activity, and the amount of 
data written to disk is usually 
quite small. 

Database programs, on the 
other hand, are constantly read¬ 
ing and writing to disk. The 
amount of data requested from 

disk is usually large—sometimes 

enormous. 
Compared to the speed of the 

processor, even the fastest disk 
drives are very, very slow. The key 
to performance in such “disk in¬ 

tensive” applications as database 

programs, then, is to avoid the 

disk as much as possible. 

Here the interaction between 
main memory, CPU, and disk 

comes into play. Any one of the 
three can make up for a weakness 
in one of the others. So, let’s say 
the disk drive is slow. No prob¬ 

lem—just keep as much of the 
data as possible in main memory 
so as to minimize reads to disk. Of 
course, it has to be read in at least 

once but, after that, it should be 
kept around as long as possible in 
case it’s needed again. (See Figure 

4.) 

SHARED MEMORY—TO SAVE 
BOTH TIME AND SPACE 

System V and some other ver¬ 
sions of UNIX provide a feature 
called “shared memory” to allow 

different programs executing in 
main memory to share some ot 
their data, much like re-entrant 

programs allow their code to be 

shared. 
There are some differences, 

however. UNIX sets up sharing of 
re-entrant code automatically for 
C programs. In order for two pro¬ 
grams to share data, they must do 
it intentionally. In fact, it is un¬ 
usual for two programs to share 

the same data in main memory, 

and when it does occur, it must be 
controlled very carefully. Howev¬ 
er, the time and size savings 
gained by using shared memory 

in database applications is so 
beneficial that its use is likely to 
become widespread for database 
type applications. This is one of 
those rare instances when both 

time and space can be gained 
through the use of an elegant 
technique. 

To explain how shared memory 

saves both time and space, let’s 

examine two different database 
architectures. Figure 5 shows 

three different users of a database 
program that doesn’t use shared 
memory. Figure 6 shows the same 

memory map of a computer where 
the database software utilizes 
shared memory to hold the bulk of 
the data in the user's data space. 

Notice that there is one code 

UNIX 

150K 

DATABASE CODE 

60K 

MARY’S DATA 

50K 

JOE'S DATA 

50K 

SUSAN’S DATA 

50K 

2X REMAINING 

152K 

Figure 5 Three users of a data¬ 
base program that doesn't use 
shared memory. 

150K 

TOTAL 

DATA 
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70K 

TOTAL 

DATA 

space for all three of the users. 
This is because of the re-entrant 

nature of most programs running 
under UNIX. Also, there is a “non- 
shared” data area for each of the 
three users. However, the bulk of 

the data in the three users’ data 
areas is consolidated into a single 
shared data area, and the total 
amount of data used by those indi¬ 

viduals in Figure 6 is thus sub¬ 
stantially reduced. 

Not only is the use of space 
more efficient under this scheme, 
allowing other programs to run 
without swapping, but the fact 
that the three users do not each 
have a separate copy of data is 
critically important for good mul¬ 
tiuser performance. 

In the situation shown in Fig¬ 

ure 5, there would be three copies 

of the same data in main memory 
if all three users were accessing 

UNIX 

150K 

DATABASE CODE 

60K 

MARY’S UNSHARED DATA 
10K 

JOE’S UNSHARED DATA 

10K 

SUSAN’S UNSHARED DATA 

10K 

COMMON SHARED DATA 

40K 

6X REMAINING 

232K 

Figure 6 — Three users of a data¬ 
base program that uses shared 
memory. 

We've Built 
Unix Into More 
Micros Than 
Anyone Else... 
and that’s standard at UniSoft. 
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growing) from 60 manufacturers. That’s more Unix porting and 
supporting than anyone else. And more manufacturers who 
have saved time and money, because of our experience. UniSoft 
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some of the same data. This is ob¬ 
viously wasteful, but when you 
consider that this data is also sub¬ 
ject to change, another, much 
larger problem comes into play. 

The data being buffered from 
the disk in these main memory 
data areas is not only the actual 
database data, but is also the 

structural data, such as portions 
of search indexes. When a record 

is added, updated, or deleted, sev¬ 
eral pieces of data can be 
changed. Since the buffer pools 
are separate, the other users 
“don’t know the data has been 
changed” until the user changing 

it writes it out and the others read 

it in again. 
It is up to the database program 

to decide when to write it out and 
read it back in (and remember, the 
goal is to do it as little as possible). 
But if one of the user’s buffers are 
changed, the database program 
has to “refresh” the other user's 
buffers with the latest version. 

Since almost all database applica¬ 
tions “localize” the update activ¬ 
ity among users to the most 
recently added records, this “re¬ 
freshing” can be quite expensive. 
If update activity is heavy, it can 
defeat most of the advantage of 

buffering. 
However, shared memory al¬ 

lows only one copy of the buffer 
pool (as shown in Figure 6). 
Therefore, if one user changes 

some of the buffers, there is no 
other buffer pool that needs to be 
refreshed. All of the users, after 
all, use the same set of buffered 

data. 
This saving of space by using a 

common buffer pool actually al¬ 
lows the database program to 

buffer more data. Therefore, even 
if there isn't anything else for the 
machine to do with the empty 
space, an application written to 
use space “dynamically”, as ac¬ 
tivity dictates, will have a bigger 
common buffer pool, and will run 

faster than it would otherwise. 
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The bigger buffer pool will elimi¬ 
nate many disk accesses as the 
buffer pool becomes filled with 
the most often used pieces of the 
database. Because there is only 
one buffer pool, refreshing is not 
necessary. This is particularly im¬ 
portant on computers with many 

users and high update activity. 

A LOOK TO THE FUTURE- 

NETWORKING TRADEOFFS 

Information users will benefit 
greatly from having their comput¬ 
ers in a network. Users of small 

personal computers will soon be 

Starting with simple 

benchmarks and 

advancing to complex 

terminal emulators, 

systems programmers 

have been lured into 

wondering just how 

well their systems are 

performing. 

able to network to larger PCs, 
UNIX supermicros, and even 
large mainframe computers, and 
thus will be able to share the re¬ 
sources of those other computers. 

The shared resources could be 
large disk drives, fast printers, la¬ 
ser printers, or more importantly, 
information centrally located and 
controlled by a “file server” in the 
network. Most of the architecture 
issues discussed thusfar can be 
viewed from a new perspective 
when a network of computers is 
involved. 

The tradeoffs for buffer pooling 

are slightly different in a network 
environment. Consider the sim¬ 
ple case of a network of PCs or 
supermicros. The user of one of 
the computers in a network can 
specify that files in one of the oth¬ 

er computers be as accessible as 
the disk drives of the local 
computer. 

In this style of networking, the 

“request for data” message sent 
by the operating system of the lo¬ 
cal computer will be “send me 
block x from the disk drive”, and 

the server computer will respond 

by sending the appropriate block 
of data (usually 512 bytes). 

If the remote computer user is 
going to change that data and 
write it back, the change may 
overwrite a modification made by 
the user at the computer contain¬ 
ing the data. To avoid clashes of 
this sort between multiple users, 
“concurrency control" is handled 
with “record locking” solutions. 
For the most part, the problem is 
solved on UNIX systems, but it is 
still something to watch for when 
designing software for networks. 

Another problem with net¬ 

works is that memory on two ma¬ 
chines cannot be pooled for effi¬ 
ciency in the way that it can on a 
single UNIX system with shared 
memory. However, on the good 
side, networks can be designed so 
that the computer with the data 
has a great deal of main memory. 
Requesting computers, then, can 
phrase their requests in “higher 
level terms”, such as: “Get me the 
average salary of all the employ¬ 
ees in the United States.” 

In this case, where a high level 
request is sent to the server, very 
little data is moved on the net¬ 
work. The request is a small 
amount of data, and the answer is 
only a single number (in this 
case). If this request were to be 
satisfied by sending the operating 
system “read me a block” type re¬ 
quests, the majority of the file 

Continued to Page 93 
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UMX SYSTEMS. 
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YOU'VE GOT IT! 
User satisfaction is the primary reason no other product 

can make this claim. Already in its second generation, 

UNIPLEXII offers features designed to meet the require¬ 

ments of the most demanding user. 

The beauty of UNIPLEX II is its simplicity. One 

personality and one command structure throughout 

the program provide an ease of use never before 

experienced with UNIX application software. 

UNIPLEX II integrates sophisticated word processing, 

spreadsheet, and relational database applications into a 

powerful one-product solution. 

UNIPLEX II uses termcap, so it can run on virtually 

any computer terminal. “Softkeys” allow the user 

to define function keys which are displayed on the 

25th line of most terminals to provide versatility and 

ease of use. 

All this at a price you’d normally pay for a single 

application software package. 

UNIPLEX II is available immediately from UniPress 

Software, the company that’s been at the forefront of 

quality UNIX software products longer than anyone else. 

OEM terms available. Mastercard and Visa accepted. 

Call Today! Once you’ve got it, you’ll see why 

UNIPLEX II is the most widely used integrated office 

automation software for UNIX-based systems. 

Write to: UniPress Software, 2025 Lincoln Hwy., 

Edison, NJ 08817 or call: 1-800-222-0550 (outside NJ) 
or 201-985-8000 (in NJ); Telex: 709418. Japanese 

Distributor: Softec, Telephone: 0480 (85) 6565. Swiss 

Distributor: Modulator SA, Telephone: (031) 59 22 22. 
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INDUSTRY 
INSIDER. 

What a show! 

by Mark G. Sobell 

UniForum ’85 in Dallas drew 

more people and more vendors 

than any previous UNIX show. 

What’s more, a lot of those people 
weren’t just kicking tires—many 
attendees were corporate end us¬ 
ers handling large procurements 
for Fortune 1000 companies. The 
vendors, meanwhile, gave a 
heartening show of cooperation 
indicating a desire to understand 

and fulfill the needs of end users. 
The week started with an AT&T 

announcement declaring the 

need for a clearly defined and 
broadly accepted system stan¬ 
dard. AT&T revealed that it would 
cooperate with Microsoft to bring 
XENIX up to the current System V 
release and that the two compan¬ 
ies would continue to work to¬ 
gether to see that XENIX System 

V and the AT&T product evolve 
together. This announcement 
means that System V will almost 
certainly be available on IBM PC- 
ATs running XENIX. Whether 
IBM will choose to ship System V 
is another question, but I see no 
reason for it to hold its ground 
with System III. (IBM had no com¬ 

ment except to say it was looking 
at System V.) 

AT&T also announced an 
agreement with UniSoft, the peo¬ 
ple responsible for many of the 
UNIX ports available today. Under 
the agreement, UniSoft will devel¬ 
op a verification suite to ensure 
that systems claiming to run Sys¬ 

tem V UNIX meet certain criteria. 
The first manufacturer to have its 
system verified? Microsoft. In 
fact, XENIX will be the pilot sys¬ 
tem for the verification suite, and 
Microsoft will work with UniSoft 
to get the bugs out of its system. 

/usr/net 

On the UniForum floor, a 2900- 
foot yellow Ethernet cable con¬ 
nected computers in 27 different 
manufacturers’ booths. Each co¬ 
operating vendor gave the others 
system logins. What was the ma¬ 
jor force behind this effort? Dave 
Langlais and Mario Castro of the 
Wollongong Group spent the week 
before the show stringing the yel¬ 
low cable between booths on two 
floors. The cable itself was donat¬ 
ed by Belden while the trans¬ 
ceivers (one for each computer on 
the network) were donated by 
Interlan. 

“This network epitomizes 

what UNIX is about,” exclaimed 

Langlais. “When you have 27 
companies, including Gould, 

DEC, and Data General cooperat¬ 
ing in this fashion, you see the en¬ 
vironment and spirit that is 
UNIX.” The network, dubbed 
/usr/net, was based on the TCP/IP 
standard. It connected machines 
ranging in size from a Gould Fire- 
breather to an IBM PC and trans¬ 
ferred data at rates in excess of 50 
Kbps. 

What good was the network? 
Craig Mathias, director of market¬ 
ing for NBI, told me, “Four people 
ported their software to our U! 
(pronounced ‘u factorial’) system 
using the network. It slowed the 
demos a little, but now we have 
four more products that run on 
our system.” 

TRUE INTEGRATION 

Relational Database Systems 
(RDS) held a press conference at 
the Big D Ranch just outside Dal¬ 
las to announce wide ranging sup¬ 
port for its SQL “hooks” program. 
SQL, Structured Query Language, 
is the IBM standard for main¬ 
frame data access and manipula¬ 
tion. RDS claimed that its new 
program will allow applications 
based on its new software to be 
automatically integrated. Repre¬ 
sentatives from cLINE, Syntac¬ 
tics (Crystal Writer), Horizon, 
Computer Methods Limited 
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(XED), Quadratron, Language 
Processors Inc. (LPI), UX Soft¬ 
ware, and UniSoft—among oth¬ 
ers—chimed in their support. 

RDS Embedded SQL for the C 
language is comprised of a pre¬ 
processor, a backend process 

called the “Database Agent*’, and 
a library of functions that com¬ 
municate with the database 
agent. The backend database 
agent accepts SQL queries and re¬ 

turns the data selected by the que¬ 
ry. This allows C programmers to 
embed high-level SQL statements 

in their code. To ensure that they 

do, RDS announced that it would 
be giving away source code for the 
library portion of its embedded 
SQL to software developers. The 

advantage for developers? All ap¬ 
plications using the embedded 
SQL will be able to access data 

through a common database 
agent and thus be automatically 
integrated at the database level. 

Bob Ackerman, vice president 
of sales and marketing for Uni- 

Soft, said that RDS’ new products 
and programs solved two major 
problems for his company. The 
first problem he pointed to was 
the demand made by the more 
than 85 manufacturers using 
UniSoft UNIX for a highly func¬ 

tional relational database system 

offering good performance and 
supporting SQL. 

“Although these features were 
each available in separate data¬ 

base systems, up to now they 
have not all been available in one 

system,’’ said Ackerman. “The 
reasons our clients want perfor¬ 

mance and functionality are obvi¬ 
ous. The reason they want SQL is 

because it is the emerging stan¬ 
dard for micros and supermicros; 
it allows manufacturers to sell 
into IBM shops and to share data 
with IBM machines. 

“Our second problem, which 

we fully expected to solve inde¬ 
pendently of the first, was how to 

get applications to talk to each 
other in a way that our clients 

could depend on. RDS Embedded 
SQL for the C language (Informix- 
ESQL/C) solves the integration 
problem very nicely and provides 
another hook into the IBM world.” 

David Ritter, president of 
cLINE, summed up the effect of 
the new RDS products by saying, 
“This ‘hooks’ program is an ex¬ 
ample of what can happen when 

software developers decide to 
work together. So many of us have 

spent time re-inventing the 
wheel. But with an open systems 
approach, this can be avoided, 
and we can all serve our users 
better.” 

ANOTHER LINK BETWEEN PCs 
AND UNIX 

A promising startup. Network 
Innovations, introduced its prod¬ 
uct, Multiplex, at UniForum. The 
new package is the latest in a line 
of new products that target the 
very important link between PCs 
and UNIX. But Network Innova¬ 
tions has taken a new slant. Like 

other products. Multiplex allows 
you to maintain a database on a 
UNIX system and retrieve data us¬ 
ing a PC connected to it. The inno¬ 
vative part of this new product is 
that you can retrieve the data in a 
format compatible with any one of 
several popular PC programs, in¬ 
cluding Lotus 1-2-3, dBASE-II, 
WordStar, Multiplan, and Visi- 
Calc. Multiplex uses a Lotus style 

WHEN SERIOUS PROGRAMMING 
IS YOUR BUSINESS... 
The Concurrent Euclid language 
for systems programming provides 
the best in efficiency, portability, 
reliability, and maintainability 
Compilers running on UNIX/VAX, 
UNIX/11, VMS/VAX, with code 
generated for MC68000, 
MC6809, NS32000, 8086/8088 
PDP-11, and soon running 
on IBM-PC 

CONCURRENT EUCLID 
Compiler: CSRI Distribution Mgr. 
Sandford Fleming Bldg 2002 
10 King’s College Road 
Toronto, Canada M5S 1A4 
Tel: (416) 978-6985 

Book: 
CONCURRENT EUCLID, 
THE UNIX SYSTEM AND TUNIS 
Available from: 
Addison-Wesley Publishing 
Company, Reading, MA. 01867 
Tel: (617) 944-3700 

H^'^ysteUmUd’ 
and TUNIS eM’ 

CONCURRENT 

E U c L 1 D 

Circle No. 280 on Inquiry Card 

62 UNIX REVIEW MARCH 1985 



interface and context-sensitive 

help. With it, you can pull data 
from your UNIX database and en¬ 
ter it directly into a Multiplan 
spreadsheet, for example, with¬ 

out ever going back to the DOS 
prompt. Using the program’s Que¬ 
ry Template facility, you can store 
a complex query in such a way 
that it can be performed by some¬ 
one unfamiliar with the data or 

the program. 
Although it is transparent to 

the user. Multiplex uses SQL que¬ 
ries on the UNIX system to extract 
information from the database. 

Because of this query facility, the 
next natural step for Multiplex 
would be an interface designed to 
tie an IBM mainframe computer 
database to popular PC programs. 

SUMMARY 

In addition to the cooperative 
spirit exemplified by manufactur¬ 

ers at the show, the most impor¬ 
tant aspect of UniForum was the 

appearance of people who wanted 
to use UNIX to solve problems, 
rather than simply to create more 

UNIX tools. As Mike Florio, vice 
president of marketing for The 
Palantir Corp. and former presi¬ 
dent of /usr/group, put it, “For the 
past five years, we have been sell¬ 
ing UNIX as an end unto itself. At 
this show, you started to see UNIX 

as a means to an end—the end 
being to solve the user’s prob¬ 
lems. More people at this show 
have said, ‘I used UNIX (or I need 
UNIX) to accomplish this end.’ I 

see this as a necessary and natu¬ 
ral evolution for UNIX.” 

If you. have an item appropri¬ 
atefor this column, you can con¬ 
tact Mr. Sobell at 333 Cobalt 
Way, Suite 106, Sunnyvale, CA 
94086. 

Mark G. Sobell is the author of “A 

Practical Guide to the UNIX Sys¬ 
tem” (Benjamin/Cummings, 1984) 
and “A Practical Guide to UNIX 
System V” (Benjamin/Cummings, 
available May, 1985). He has been 
working with UNIX for five years 
and specializes in documentation 

consulting and troff typesetting. 
Mr. Sobell also writes, lectures, and 
gives classes in advanced shell 
programming and troff macro devel¬ 
opment. ■ 

Another in a series of 
productivity notes on UNIX™ 
software from UniPress. 

Subject: C Cross Compiler 
for the 8086 Family. 

The Lattice C Cross Compiler 
allows the user to write code on a 
VAX'* (UNIX or VMS™) or MC68000™ 
machine for the 8086 family. Lattice C 
is a timesaving tool that allows a more 
powerful computer to produce object 
code for the IBM-PC™. The compiler 
is regarded as the finest C compiler 
for the 8086 family and produces the 
fastest and tightest code. 

Features: 

■ For your UNIX or VMS Computer. 
■ Use your VAX or other UNIX 
machine to create standard Intel ob¬ 
ject code for the 8086 (IBM-PC). 
■ Highly regarded compiler pro¬ 
duces fastest and tightest code for 
the 8086 family ■ Full C language and standard 
library compatible with UNIX. 
■ Small, medium, compact and 
large address models available. ■ Includes compiler, linker, librarian 
and disassembler. ■ 8087™ floating point support 
■ MS-DOS™ 2.0 libraries. ■ Send and Receive communication 
package optionally available. 
Price $500. ■ Optional SSI Intel Style Tools. 
Package includes linker, locator and 
assembler and creates executables 
for debugging on the Intel workstation 

or for standalone environments. 

Price $8,550. 

Price: 

VAX (UNIX or VMS) $5000 
MC68000 3000 

For more information on these and 
other UNIX software products, call or 
write: UniPress Software, Inc., 2025 
Lincoln Hwy., Edison, NJ 08817. 
Telephone: (201) 985-8000. Order 
Desk: (800) 222-0550 (Outside NJ). 
Telex: 709418. Japanese Distributor: 
Softec 0480 (85) 6565. European Dis¬ 
tributor: Modulator SA (031) 59 22 22. 

OEM terms available. 
Mastercard/Visa accepted. 
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THE RULES 
OF THE GAME 

The court maze 

by Glenn Groenewold 

As readers of this column must 
be aware by now, the laws that 
apply to the computing field are 

sketchy and frequently ambigu¬ 
ous. This is often because many of 
these regulations were initially 
intended to apply to subjects quite 
different from computers. For in¬ 
stance, it required a sizable leap to 
extend copyright law, originally 
devised to protect literary proper¬ 
ty rights, to computer programs 
embedded on floppy disks or 
microchips. 

The judicial acrobatics needed 
to accomplish that leap were per¬ 
formed with precious little help 
from Congress and state legisla¬ 
tures. When the courts decide 

controversies, they are obliged to 
resolve any ambiguities—and 
frequently to fill any gaps—in the 
law. This “judge-made” law has 
been exceedingly important in the 
computer field, since it has been 
largely the source of the legal 
guidelines that presently exist. It 
will undoubtedly continue to be 
the major source of computer law 

in the foreseeable future since leg¬ 
islatures are generally unable to 
keep up with rapidly evolving 
technology. 

But when we refer to “the 
courts” in the United States, 
we’re not talking about a tidy 
hierarchy of tribunals such as the 
ones that exist in many developed 
countries. Our unique brand of 
federalism operates to create a 

complex maze of legal jurisdic¬ 
tions in which it’s easy for the un¬ 
wary to get lost. Therefore, it's a 
good idea to have a basic under¬ 
standing of the court system so 
you'll have some notion of where 
you're likely to end up in the un¬ 
happy event that you find yourself 
a participant in a lawsuit. 

STATE COURTS 

The state courts are the logical 

place to begin a tour of the judicial 
system. Most of us have had some 

experience with these tribunals, 
if only to pay parking tickets. Nat¬ 
urally there are 50 completely 
separate sets of state courts. At 
the lowest level are the trial 
courts. In its most folksy incarna¬ 
tion, the trial court is represented 
by the good old justice of the 
peace. But there always will be at 
least one trial court, complete 

with juries and lawyers, resem¬ 

bling the traditional tribunals of 
plays and movies. It’s here that a 

lawsuit will be tried. That is, it’s 
where the testimony of witnesses 
will be heard, the physical evi¬ 
dence received, and a decision 
rendered. 

But as the old saying has it, 
t here’s almost always bound to be 
someone disappointed by the out¬ 
come of a trial. Because of this, 
and since it’s recognized that trial 
courts do sometimes make mis¬ 
takes, the system provides for an 
appeal to a higher court. (In rela¬ 
tion to one another, courts are 
considered to be “lower” or 
“higher” according to whether 
one has authority to overturn the 
other’s decisions.) 

These appellate courts bear 
little resemblance to what we're 
accustomed to seeing in the mov¬ 
ies. The parties wage their battle 
largely with paper, chiefly appel¬ 
late briefs (which may be any¬ 
thing but brief). An appellate 
court does not hear testimony 
from witnesses and rarely re¬ 
ceives additional documentary 
evidence. Instead it relies on the 
written record of the proceedings 
that took place in the trial court. 
There is no jury, of course, and 
ordinarily the only time lawyers 
appear in the courtroom is to 
make oral arguments after the 
briefs have been submitted. The 
court limits the length of these ar¬ 

guments, often allowing as little 
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as an hour for both sides to make 
their respective pitches. 

Some states have more than 

one tier of appellate courts. At 
some point, though, a court will 
be reached that represents the 
highest level of appeal possible in 
the state system. In most states 

this is called the supreme court, 
but—to compound the confu¬ 
sion—not in every state. Some¬ 
times it’s called the court of ap¬ 
peal or some similar thing. New 
York is perhaps the most confus¬ 
ing of all, calling its trial court the 
“supreme court”. The point to re¬ 

member is: don’t jump to conclu¬ 
sions about the importance of 
some state court decision if you’re 
not familiar with the court no¬ 
menclature for that state. 

Sometimes the losing party will 
find that a state’s highest court 

may not be the end of the road. 
The rules that govern whether a 

further appeal can be made to the 
federal courts are rather complex. 
In general, the litigant must show 
that a state court has deprived 
him or her of some right guaran¬ 
teed by the federal government. 

FEDERAL COURTS 

The federal court system paral¬ 
lels that of the state courts. 
There’s one refreshing differ¬ 

ence—at least we know the 
names of the courts. 

The trial court in the federal 
system is called the federal dis¬ 
trict court. There’s at least one in 

every state, and large states may 
have several, each serving a de¬ 
fined geographical district. 

Above this, there are two appel¬ 
late court levels. The first tier is 

comprised of the courts of appeal. 
Most of these courts supervise the 
district courts within defined 
areas of the country called cir¬ 
cuits. For this reason, they are of¬ 
ten referred to as circuit courts. 

One circuit court important to 

the computer industry is not 
limited to any geographical area. 
This is the Court of Appeals for 
the Federal Circuit. It was created 
in 1982 by combining the former 
Court of Customs and Patent Ap¬ 
peals with the Court of Claims. 
This is the court that considers 
inventors’ appeals from denials of 

Another in a series of 
productivity notes on UNIX™ 
software from UniPress. 

SPREADSHEET 

Subject: Extraordinarily powerful 
spreadsheet with extensive math 
and logic facilities. 

Powerful spreadsheet specifically 
designed to take advantage of the 
UNIX operating system. Q-Calc uses 
termcap to support any terminal. 
Interactive prompts and help text 
make it very easy to use. 

Features: 

■ Extensive math and logic 
facilities. 
■ Large model size. 
■ Allows sorting and searching. 
■ Interfaces with the UNIX environ¬ 
ment and user programs via pipes, 
filters and subprocesses. Spreadsheet 
data can be processed interactively 
by UNIX programs, with output 
placed into the spreadsheet. 
■ Q-Calc command scripts 
supported. 
■ Uses termcap. 
■ Optional graphics for bar and pie 
charts. Several device drivers are 
included to support graphics 
terminals. 
■ Available for the VAX'", Sun"', 
Masscomp™, AT&T 3B Series'M, 
Cyb'\ Apple Lisa™, Perkin Elmer, 
Plexus"', Gould"', Cadmus"*, 
Integrated Solutions"', Pyramid"*, 
Silicon Graphics"*, Callan"*, 
and many more. 

Price: 

Binary 
VAX, Perkin Elmer, 
Pyramid, AT&T 3B120 $2,500 

(with graphics) 3,500 
MC68000"* 750 

(with graphics) 995 
Source Code available. 

Q-CALC 

For more information on these and 
other UNIX software products, call or 
write: UniPress Software, Inc., 2025 
Lincoln Hwy., Edison, NJ 08817. 
Telephone: (201) 985-8000. Order 
Desk: (800) 222-0550 (Outside NJ). 
Telex: 709418. Japanese Distributor: 
Softec 0480 (85) 6565. European Dis¬ 
tributor: Modulator SA (031) 59 22 22. 

OEM terms available. 
Mastercard/Visa accepted. 
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U RULES OF THE GAME 

patent applications. 

At the highest federal appellate 
level is the Supreme Court of the 
United States. Since in most in¬ 

stances the Supreme Court 
doesn’t have to entertain an ap¬ 
peal unless it wishes to, cases in 
the federal court system generally 
never get further than the circuit 
court. This means that decisions 
of these courts carry a great deal 
of legal weight. 

WHICH COURT HEARS YOUR 
CASE? 

Some of the laws affecting the 

field of computing—copyright 
laws for instance—are entirely 
federal in origin. Lawsuits regard¬ 

ing copyrights therefore must be 

When lawsuits involve 

important principles of 

computer law, it's 

often desirable to have 

them decided by the 

federal courts. 

brought in the federal district 
court. 

You might suppose, then, that 
a lawsuit over a matter involving 

only state laws—interpretation 
of a contract, say, or protection of 
a trade secret—would necessarily 
have to be filed in a state court. 
But you’d be wrong. Disputes 

which arise under state law fre¬ 
quently end up in federal courts. 
The most common are lawsuits in 
which the parties reside in differ¬ 
ent states. (Remember that in the 

eyes of the law, a corporation is a 
person and is considered to have 
an identifiable residence.) 

Odd as it may seem, the federal 
courts will apply and interpret 
state laws in these situations. 
You may be excused for asking, 

the laws of which state? While 
there’s a complicated body of law 
designed to answer that question, 
many contracts don’t leave it to 

chance. This is one of the reasons 
why, if you examine a software li¬ 
censing agreement, you’re likely 
to find that it says that its provi¬ 
sions are to be construed accord¬ 
ing to the laws of some specified 
state—New York, for instance 
(AT&T), or perhaps California (UC 
Berkeley). 

WHAT APPELLATE COURTS 
DO—AND DON'T DO 

When lawsuits involve impor¬ 
tant principles of computer law, 
it’s often desirable to have them 
decided by the federal courts. For 
one thing, suits usually get decid¬ 
ed sooner in the federal system. 
But more important, an appeal 
decided by a circuit court will be 
binding over a wider geographical 
area and will usually have more 
influence than a decision of even 
the highest state court. 

In general, decisions of state 
trial courts are not published. De¬ 
cisions of federal district courts 
are, and so are the decisions of 
both state and federal appellate 
courts. These published deci¬ 
sions, filling shelf after shelf in 
t he stacks of law libraries, are the 

source to which lawyers look for 

answers to legal questions not 

XENIX Communications 
Available NOW! 

Put your 
computers on 

speaking terms. 
$295°o 

TERM. Communications Software 
Everyone from the beginning computer user to the expert finds TERM easy to learn and powerful to use Just 
plug it in and go1 In a few keystrokes you can access a remote database or send a group of files to another 
system 

TERM allows your computer to perform efficient error-free exchange of binary or text files, over phone lines 
or hard-wired circuits at speeds of up to 9600 baud Available options allow you to include or exclude a group 
of files for transfer in a single command 

TERM s data capture feature allows saving transcripts of sessions with remote mainframe and minicompu¬ 
ters to disk for later editing or printout if desired 

• Pre-installed and ready to run 
• Automatic error checking and re-transmission 
• Wildcard (* .*) file send/receive, capability 
• Xon/Xoff. Etx/Ack. Ascii protocols for com¬ 

munications with non-TERM systems 
• Full/half duplex emulation mode for remote 

systems 

TERM is available now on the Altos 586 and Tandy Model 16 along with more than 35 CP/M-80 MSDOS. and 
CP/M—86 systems. IBM PC15/XT Kaypro. Osborne. Televideo. Victor. Apple* II—CP/M Heath Vector. Sanyo. 
Eagle, Molecular. Altos, and many others 

CALL OR WRITE FOR FREE PRODUCT CATALOG 

Modem7 protocol for remote bulletin boards 
Auto-dial/Answer and Hangup supported on 
Hayes Smartmodem 300/1200 and compatibles 
Programmable batch file capability 

1 Unattended file transfer/auto logon 
1 Translation tables for input and output 

a CENTURY 
software 

tVe make it easy for you. 

9558 South Pinedale Circle 
Sandy. Utah 84092 

(801) 943-8386 

CP/M is a registered TM of Digital Research 

Circle No. 277 on Inquiry Card 

66 UNIX REVIEW MARCH 1985 



specifically covered by federal 

and state laws. 
The actual determination in a 

ease takes up only a small portion 
of a typical published decision. 
The rest consists of an analysis of 

the facts of the lawsuit and, most 

importantly, of the legal princi¬ 
ples that the court feels should be 
applied. It’s in this portion—the 
opinion of the court—that we 
find its interpretation of existing 
laws and, sometimes, the cre¬ 
ation of new law to fill a void. 

In the process, the appellate 
court often concludes that the tri¬ 
al judge tried the case incorrectly. 
Does this mean that the appellate 
court then goes ahead and tries 

the case itself? 
No indeed. The appellate court 

merely sets aside the original de¬ 
cision and bounces the case back 
to the trial court, telling it to make 

a new decision following the prin¬ 
ciples just laid down by the appel¬ 
late justices—and, if necessary, 
to try the case over again. 

This is exactly what the circuit 
court did in Apple Computer, Inc. 
vs. Franklin Computer Corpora¬ 
tion. Apple in effect had won a 
battle, and an important one, but 
it had not won the war. Apple vs. 
Franklin demonstrates why par¬ 

ties often agree to out-of-court 
settlements of lawsuits following 
an appellate decision. No one can 
be sure how the case will turn out 
once it’s been retried. There have 
been many celebrated cases in 
which the party that won appel¬ 

late skirmishes ultimately got 
dumped on retrial. 

However the final decision 

turns out, it has no effect on the 

appellate court’s published opin¬ 
ion. It remains as a pronounce¬ 
ment of legal principles to be ap¬ 

plied in the future. Apple vs. 
Franklin, for example, made it 
clear that computer programs 
can be copyrighted ... at least 
until Congress or the Supreme 
Court decides to get into the act. 

Glenn Groenewold is a California 

attorney who devotes his time to 
computer law. He has served as an 
administrative law judge, has been 
active in trial and appellate work 
and has argued cases before the 
state Supreme Court. ■ 
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To goto or not to goto 

by Bill Tuthill 

The 4.2BSD kernel has 1008 

goto statements, for an average of 
one every 74 lines. The System 
V.2 VAX kernel has 176 goto 

statements, for an average of one 
every 154 lines. Why is this? In¬ 
structors of programming at the 
college level generally frown on 

goto statements as bad coding 
style; then again, few instructors 
write large working programs. 
Eminent computer scientists hold 
that goto statements are contrary 
to the tenets of structured pro¬ 
gramming; but again, their sup¬ 
porting examples are usually too 
short to be convincing. 

The seminal article on this subject was Edsger 
Dijkstra’s letter to the editor of Communications of 
the ACM, published in March, 1968, entitled “Go To 

Statement Considered Harmful”. In this letter, Dijk- 
stra wrote that “the go to statement should be abol¬ 
ished from all higher-level programming languages 
. . . everything [except] machine code ... it is just 
too much an invitation to make a mess of one’s pro¬ 
gram.” This short letter inspired a voluminous out¬ 

pouring of literature, with some writers arguing for, 
and others against, the construct. 

Donald Knuth finally brought the controversy to 
an end with an article in the December, 1974 Com¬ 
puting Surveys, cleverly entitled “Structured Pro¬ 
gramming with GO TO Statements”. Knuth showed 
examples of useful goto constructs, but concluded 

by saying “we should indeed abolish go to from the 
high-level language, [as soon as better] new lan¬ 
guage features . . . [become] available”. 

Some of the new language features Knuth talked 
about were available in Algol-68, and some were 

later incorporated into Bliss, the epitome of a lan¬ 
guage designed for optimizing compilers. Because 

goto statements are not allowed, 

all Bliss procedures are logically 
reducible to flow graphs. For goto, 
Bliss substitutes the leave state¬ 
ment, which is similar in that it 
jumps to a label, but is restricted 
to the local control block. Like the 
Bourne shell, some dialects of Al¬ 
gol-68 provide break-n and con¬ 
tinue-]! statements to get out of 
nested loops. 

If C provided multi-level break 
and continue statements, goto 
statements would not be neces¬ 
sary, except for handling error 
conditions. For example, the fol¬ 

lowing code fragment: 

i = 0; 
top: 

for ( ; i < 100; i++) { 
for (j = 0; j < 100; j++) { 

if (matrixCi1Cj3 == -1) 
goto top; 

> 

> 

could be replaced by this code: 

for (i = 0; i < 100; i++) { 
for (j = 0; j < 100; j++) { 

if (matrix[i]Cj3 == -1) 
continue(2); 

> 

> 

Note that the continue(2) could be replaced by 

break and the program would behave the same way. 
Also, the following code fragment: 
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for (i =0; i < 100; i++) { 
for (j = 0; j < 100; j++) { 

if (matrixCi3Cj] == -1) 
goto bottom; 

> 

> 
bottom: 

could be replaced by this code: 

for (i =0; i < 100; i++) { 
for (j = 0; j < 100; j++) { 

if (matrixCi]Cj] == -1) 
break(2); 

> 

> 

Whether or not it is easier to read the goto ver¬ 
sions or the break and continue versions is a matter 

of opinion. Proponents of goto maintain that it is 
hard to find the appropriate loop, while proponents 
of break and continue maintain that it is hard to 

spot the label. In fact, the break and continue ver¬ 
sions are easier to optimize automatically, even if the 
incidence of multi-level loop escapes is low. Whether 
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or not most compilers would actually optimize such 

code is a moot point. 
Error handling is one area where multi-level 

break and continue statements could not replace 

the goto statement. Roughly half of the gotos in 
UNIX source code have been inserted to clean up 
errors. Kernighan and Ritchie state that error han¬ 

dling is one good use for goto statements. This is 
usually coded as follows: 

if (ferror(tfp)) { 
perrorCtempfile); 
goto cleanup; 

> 

cleanup: 
unlinkCtempfile); 
kill (chi Id, 9); 
exit(status); 

> 

There are two alternate methods for dealing with 
this situation. The first is to create a cleanup() rou¬ 

tine to perform the appropriate operations. However, 
this method involves subroutine call overhead, thus 
incurring both a speed and size penalty. A second 
method is to have an exception handler, where the 
routine sends itself a signal upon finding an error 
and then handles the cleanup without any outside 
help. Unfortunately, the UNIX signal mechanism is 
not robust enough to work reliably in exception 
handlers. 

It is generally assumed that the best C program¬ 
mers progress from applications programming to 
systems programming—that is, UNIX kernel hack¬ 
ing. Despite that opinion, UNIX applications soft¬ 
ware has a somewhat lower density of goto state¬ 
ments than does the 4.2BSD kernel. System V.2 
utilities, for example, contain 1052 goto state¬ 

ments, for an average of one every 153 lines (com¬ 
pared with the BSD kernel’s one in every 74 ratio). 

There are two reasons for the use of this so-called 
unstructured construct in what is considered to be 
the best C software. First, the goto statement, if 
intelligently used, can result in programs that are 
faster and more compact than would be otherwise 
possible. Second, there are situations when goto 
statements are easier to read and understand than 
functionally equivalent structured code. Sam 
Lefller, one of the designers of 4.2BSD, has said that 
C just isn’t expressive enough to avoid gotos. 

Consider the sample program in Figure 1, which 
contains five goto statements. The labels are close 
to the gotos, and have mnemonic names, making 
the code fairly easy to read. If C had multi-level 
break and continue statements, all that would be 
necessary to transform the program into structured 
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code would be the addition of a Boolean variable to 
keep track of whether the questions had been an¬ 
swered correctly. This would require an extra word 
of data space and at least two extra comparison 
operations. But as C exists today, transforming this 
into a program without gotos requires two extra 
Boolean variables, at least four extra initializations, 
and at least four extra comparisons. 

Figure 2 shows the sample program after trans¬ 
formation into so-called structured code. Although 
it contains no goto statements, the second program 
is 14 lines longer, and is more difficult to read. A C 
compiler for the M68000 generates 211 lines of as¬ 
sembler for the program in Figure 2, as opposed to 
187 lines for the program in Figure 1. 

Since we don’t have deeply nested loops in this 
example, the first program is not measurably faster 
than the second. But inside tight inner loops, a goto 
statement can save both space and time by avoiding 
the initialization and comparison of extraneous 
Boolean variables. Perhaps in an ideal language, 
goto statements could be abolished, but in C, they 
can make programs both more efficient and more 
legible. That’s why there are so many of them in 
UNIX source code. 

Bill Tuthill is a member of the technical staff at Sun 
Microsystems in Mountain View, CA. He was formerly a 
leading UNIX and C consultant at UC Berkeley, where 
he contributed software to 4.2BSD. ■ 

^include <stdio.h> 
^include <ctype.h> 
^define isokname(c) ((c) == 1 ' || (c) == || (c) || (c) == 

mainO /* getname - validate user's name and phone number */ 
{ 

char slCBUFSIZ/2], s2CBUFSIZ/2], *c; 
int length; 

name: 
fputsCYour name please: ", stdout); 
if (!fgets(s1, sizeof(sl), stdin)) 

exit(l); 
if (*s1 == '\n') 

goto name; 
for (c = si; *c != '\n'; C++) { 

if (!isalpha(*c) && !isokname(*c)) -C 
fputsC invalid charactersW', stdout); 
goto name; 

> 
> 

phone: 
fputsCYour phone number: ", stdout); 
if (!fgets(s2, sizeof(s2), stdin)) 

exit(1); 
if (*s2 == '\n') 

goto phone; 
for (c = s2, length = 0; *c != '\n'; C++) t 

if (isdigit(*c)) 
length++; 

if (!isdigit(*c) && *c != '-') { 
fputsC' invalid number (digits and -)\n", stdout); 
goto phone; 

> 

> 
if (length != 7 && length != 10) { 

fputsC incorrect length (7 or 10)\n", stdout); 
goto phone; 

> 
printf("\nName:\t%s", si); 
printf("Phone:\t%s\n", s2); 
exit(0); 

> 

Figure 1 — Sample code including goto statements. 
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//include <stdio.h> 
//include <ctype.h> 
//define isokname(c) ((c) == ' ' 11 (c) == || (c) == ',' || (c) == 

mainO /* getname - validate user's name and phone number */ 

char slCBUFSIZ/2], s2CBUFSIZ/2], *c; 
int length, answered, invalid; 

answered = 0; 
while (!answered) { 

invalid = 0; 
fputsC'Your name please: ", stdout); 
if (!fgets(s1, sizeof(sl), stdin)) 

exit(1); 
if (*s1 == 1\n') 

continue; 
for (c = si; *c != '\n'; C++) { 

if (! isalpha(*c) && ! isokname(*c)) -C 
fputs(" invalid characters\n", stdout); 
invalid++; 
break; 

> 

> 
if (invalid) 

continue; 
answered++; 

> 
answered = 0; 
while (!answered) { 

invalid = 0; 
fputsC'Your phone number: ", stdout); 
if (!fgets(s2, sizeof(s2), stdin)) 

exit(l); 
if (*s2 == '\n') 

continue; 
for (c = s2, length = 0; *c != '\n'; C++) i 

if (isdigit(*c)) 
length++; 

if (! isdigit(*c) && *c != '-') *C 
fputsC invalid (digits and -)\n", stdout); 
invalid++; 
break; 

> 

> 
if (invalid) 

continue; 
if (length != 7 && length != 10) -C 

fputsC incorrect length (7 or 10)\n", stdout); 
continue; 

> 
answered++; 

> 
printf("\nName:\t%s", si); 
printf("Phone:\t%s\n", s2); 
exit(0); 

> 

Figure 2 — Sample code excluding goto statements. 
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DEVIL'S 
ADVOCATE 

Satire, spelling . . . more! 

by Stan Kelly-Bootle 

“May your Kids shun Satire,” 
warned the delinquent Juvenal 
during Superbowl minus MXCC 
(the result of which, if memory 
serves, hinged on a last minute 
penalty served on the Christians 
for illegal motion and having only 
one player on the field). Today, Ju¬ 
venal would be more adamant— 
urging you to avoid the Satiric 
Trade, the company of Satirists, 
and all who might be remotely 
suspected of reading Satire. In¬ 
deed, a Satirist’s life these days is 
far from a happy one, especially 
for those seeking to peek ‘n’ poke 
a little fun at the computer 
whirligig. 

The grotesque sequence of im¬ 
probable events that we begrudg¬ 
ingly call “Reality” is unfailingly 
ahead of our wildest scenarios by 
several megaparsecs. A serious 
Wall Street Journal hightech edi¬ 
torial can now out-belly-laugh the 
most bizarre of Douglas Adams’ 
galactic creations. And each Sili¬ 
con Valley Wunderkind biogra¬ 
phy seems to come straight out of 
Son oj Monty Python. 

It’s expected that we’ll weep at 
the picture of two guys inventing 
things in a garage\ What we’re 
not told, though, is that the inven¬ 
tors first had to park both Bent¬ 
leys in the covered driveway and 
then push the Bugatti Royale into 
a corner. Come on! Archimedes 
used to dream about owning a 

car, and Edison’s best work was 
done in a dark, damp kiosk. 

On the flip side of the floppy, 
readers nowadays have been ren¬ 
dered incapable of distinguishing 
fact from fiction (witness the sales 
of noddy home computers, not to 
mention books on AI for a 2K Ti- 
mex-Sinclair!). 

One micro-marketing journal 
has found it necessary to head up 
its regular jokey column with the 
type of caveat they flash by you at 
the cinema—“Any resemblance 
to creatures or packages alive or 
dead, great or small, is entirely co¬ 
incidental. The Adam Osborne 
mentioned in this piece is not the 
famous entrepreneur; IBM does 
not really stand for Irish Business 
Machines, and, notwithstanding 
our statement to the contrary, 
Chopin never composed in the Po¬ 
lish Notation.” 

I have encountered this blur¬ 
ring of Truth’s coastline on sever¬ 
al occasions. A piece I wrote in the 
1960s on Shakespeare’s com¬ 
puter, MUSE (Most Unusual 
Shakespearean Engine), prompt¬ 
ed many serious requests for price 
and delivery information. One 
scholar confirmed my tongue-in- 
cheek hypothesis that Richard 
Burbage (Bill the Quill’s leading 
actor-manager) was an ancestor 
of Charles Babbage: ”... the 
most cursory inspection of Eliza¬ 
bethan documents proves that 
MUSE’s Spelchek was grossly 
inadequate!” 

The subject of spelling reminds 
me that, in spite of the miracles of 
modern WP and WWB, the gener¬ 
al literary standard of our indus¬ 
try is forever declining. Ortho¬ 
graphic solecisms on the printed 
page are too frequent and invoke 
but a brief howl of despair (my re¬ 
cent favorite is “rudementary”, 
simple because it has a delicious 
Joycean rudimentary recursive¬ 
ness—also it occurred thrice in a 
publisher’s handout), but when 
spelling errors jump on your 
screen from the bowels of the op¬ 
erating system, your confidence 
in the kernel-grinders is severely 
diluted. I suffered a “Non-existant 
File” message under AMOS for 
many months until Bob Toxen 
told me of two ways to avoid the 
agony. One method was never to 
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Use Tango to: 

• Connect IBM and 
compatible PC’s running 

DOS to UNIX systems. 

• Offload processing to 

PC's. 

• Control data and 
applications on remote 

PC’s. 

• Distribute processing 
between UNIX and PC’s. 

Buy Tango for: 

• Execution of DOS 

programs on the PC 

under UNIX control. 

• Simple elegant file 
transfer under error 
correcting protocol. 

• DEC, IBM, and 

Tektronix (graphics) 
terminal emulation. 

Tango utilizes a standard 
RS-232 serial port on 

the PC and connects to 
the UNIX computer via 

a modem or direct 
connection. 

COSI 

313 N. First St. 

Ann Arbor, Michigan 

48103 

(313) 665-8778 

Telex: 466568 

Tango is a trademark of COSI. 
UNIX is a trademark of Bell 
Laboratories. 
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invite the message by using only 
“existant” filenames; the other, 
in the absence of OS source, was 
to locate, dump, and DDT the of¬ 
fending block. 

Of course, one could argue that 
the skills of programming and 
spelling have little in common. 
The latter accomplishment mere¬ 
ly indicates a dull, slavish devo¬ 
tion to arbitrary rules, whereas 
programming .... gotchal What 
really counts in programming is 
consistency (or even “consis- 
tancy?”)—if my variable is de¬ 
clared as amount recievable, 
then that is exactly what must be 
added to get the total “reciev¬ 
able”. 

Returning to the subject of sat¬ 
ire vs. reality, a friend of mine. 
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When spelling errors 

jump on your screen 

from the bowels of the 

operating system, your 

confidence in the 

kernel-grinders is 

severely diluted. 

toying with the old probabilistic 
fantasy of monkeys typing Ham¬ 

let, pondered aloud at a party on 
how many drunks at how many 
CRTs could produce UNIX System 
VI ahead of schedule. A nearby 
AT&T employee pulled him aside 
and warned him not to discuss 
company secrets in public. 

Shortly after publishing a spoof 
software specification for IMP (In¬ 
tegrated Morticians Package), 
which offered Pre and Post-Need 
Casket Accounting, Armband In¬ 
ventory Control, Bitmapped Epi¬ 
graphies, and Nondestructive 
Crematorial Temperature Gradi¬ 
ents, I received a lively call from 
the Colma Garden of Infinite Re¬ 
pose (an Equal Opportunity Cor¬ 
poration) asking for a demo. Yes¬ 
terday I read that AlphaMicro of 
Irvine, CA is now offering a pack¬ 
age for Mortuaries. Aha, but can it 
link into the Hertz Rent-a-Hearse 
Network like my fictitious IMF 
could? Does it have Online Floral 
Tributation? Does it offer more? 

My IMP list definitely offered- 
. . . more! A list, however long 

and comprehensive, that does not 
terminate with more is clearly 
suspect, both semantically and 
syntactically. A null list, of 
course, contains just the one ele¬ 
ment, more! 

Consider the many futile at¬ 
tempts to improve on the King 
James’ Version (KJV) of the Bible. 
All that is needed, I claim, is a 
dash modern list-processing: 

“Jn the beginning God cre¬ 
ated the Heaven and the 
Earth, . . . more.” 

“And Seth begat Enosh, . . . 
more.” 

Stan Kelly-Bootle has diluted his 
computer career by writing con¬ 
temptuous folk songs for Judy Col¬ 
lins (“In My Life ,” Elektra K42009), 
The Dubliners and others. He is cur¬ 
rently writing, with Bob Fowler, 
“The 68000 Primer” for the Waite 
Group, to be published by Howard 
W. Sams in the Spring of 1985. ■ 
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YOU JUST FOUND IT. 
UNIX promises to let all sorts of people do all kinds of things quickly, 
flexibly, and efficiently. For three years BASIS has been delivering 
what Unix promises to individuals, small businesses, large corpora¬ 
tions, government agencies, universities, and resellers all over the 
nation. We sell: 

• complete Unix computer • expert consulting 
systems • a full range of timesharing 

• carefully selected software services 

Our reputation for providing outstanding customer support is unparal¬ 
leled. Call or write for more information. 

BASIS 
SPECIALISTS IN UNIX COMPUTING 

1700 Shattuck Avenue Berkeley, California 94709 415 841 1800 
UNIX is a trademark of AT&T Bell Laboratories 

Circle No. 268 on Inquiry Card 



Photographer - Michael Zagaris • UNIX is a trademark of Bell Laboratories 
• SERIX is a trademark of CMI Corporation • SERIX was developed exclusively 
for CMI by COSI. • IBM, Series/1, and EDX are trademarks of International 
Business Machines Corporation • UNIFY is a trademark of North American 
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Torchmark Company 
CMI Corporation 

SERIX Marketing 
2600 Telegraph 
Bloomfield Mills, Ml 48303-2026 
(313) 456-0000 

TWX: 810-232-1667 
Telex: 499-4100 ANS: CMI CORR BDHS 

...puts your 
IBM SeriesS-Tahead 
of the pack! 
SERIX is the high performance CMI version of AT&T’s 
UNIX™ System V operating system with Berkeley 4.1 
enhancements ported to the IBM Series/1 
minicomputer. 

SERIX transforms your Series/1 into an even more 
powerful, flexible, and convenient processor for general 
data processing, office automation, communications, 
and process control. Its advantages are outstanding: 

Reduced software costs 
Long term growth path 
• Software is highly portable 
• Provides access to a large, growing software base 

More power from the Series/1 
• Optimizing C compiler uses native code features 
• All code reentrant 
• Dynamic memory allocation without fixed partitions 

Increased programmer productivity 
• Large set of utilities 
• Hierarchical file structure 
• Pipes, forks, semaphores, and shared data segments 

Other CMI Series/1 software 
• RM/COBOL™ 
• UNIFY™ database management system 
• ViewComp™ spreadsheet 
• vi visual editor 
• EDX™- to -SERIX™ conversion kit 

CMI Corporation is a Master Value-added Remarketer 
of IBM Series/1 equipment. Leasing and other financial 
arrangements are available. 
Contact us for further information. 

Member CDLA Member ASCD 
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Almost 
priceless. 

Hewlett-Packard presents 
the first 32-bit UNIX system 
under $5,000._ 
Introducing the Integral Personal Computer. 

It’s the newest member of the HP 9000 family 
of HP-UX workstations. And it delivers the 
kind of power and flexibility the name implies. 

With a 16/32-bit MC68000. A graphics 
co-processor. And 800KB of standard memory, 
expandable to 5.8MB. 

Its UNIX kernel (HP-UX/RO) is built into 
ROM. Which means the Integral PC can run 

most applications without an expensive 
hard disc. Which means more 

people can afford to run your 
UNIX software than ever 

before. But not only can 
they afford to run it. 

They can learn 
to use it in 

minutes. Because the Integral PC is one UNIX 
system that’s easy to use. Its see-and-select 
user interface, built-in window manager and 
optional mouse mean even novices can tap the 
power of your software. No one has to learn a 
bunch of cryptic commands or go through a lot 
of expensive training. There’s even an entry- 
level, self-paced tutor disc with every machine. 

What’s more, the Integral PC goes where you 
need it. The complete system—including our 
revolutionary Thinkjet printer—packs into a 
single 25-pound package that takes up less than 
a cubic foot. 

So get started porting your software now. 
HP-UX is an enhanced version of UNIX Sys¬ 
tem III, including Berkeley 4.2 BSD features. 

For the name of the authorized HP dealer or 
HP sales office nearest you, call toll-free 
1-800-FOR-HPPC. 

The value of your investment in UNIX software 
just went up. Because the price of a complete 
UNIX system just came down. 

The Integral Personal Computer. Just $4,995* 

hp HEWLETT 
PACKARD 

PGO2504 
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Performance parlance 

by Steve Rosenthal 

Note: only those aspects of the 
terms concerning system per¬ 
formance are included in this 

listing. 

access time — the time it takes to 
get data after a request has been 

made. For internal memory, this 

is usually a small fraction of a sec¬ 
ond (perhaps a millionth), while 
for external memories like tape 
drives, it can be many full sec¬ 
onds. For semiconductor memory, 
“access time” technically defines 
the span between when a valid 

address is sent out over the bus to 
the memory chips and when valid 
data is sent back, 

availability — the proportion of 

time a system or specific piece of 
equipment is ready and working, 
compared to the total time it is ex¬ 
pected to be. It is reasonable to 
expect modern LSI-based and 
Winchester disk-based desktop 
computers to have availabilities 
in excess of 99 percent. 

benchmark — 1) a standard or 
reference test program or problem 
used to compare various systems, 
programs, services, or machines. 
2) as a verb, “benchmark” refers 
to efforts to establish ratings of 
one or more systems, programs, 
or services using a standard input 
problem. 

Deciding which benchmark to 

use is a matter of judgement, and 
competing firms often see merit in 

specific measurement tools that 
unsurprisingly give them an edge. 

black box testing — tests used to 

check a program or system based 
solely on specified inputs and out¬ 
puts, without taking into account 
any knowledge of the inner work¬ 
ings of the part being tested. 
Black box testing can avoid possi¬ 
ble omissions in testing that 
might be made because of a reli¬ 
ance on expected behavior, but of 
necessity it is never complete (ex¬ 
cept in trivial cases) due to the 
huge number of possible input 
data combinations. 

cache — a faster memory where 
parts of the information in main 
(slower) memory or disk are cop¬ 
ied. Information more likely to be 

read or changed is placed in the 
cache, where it can be accessed 

more quickly. Using a cache can 

significantly speed processing or 
disk access. 

Operations that keep the right 
information in the cache can be 
performed either by hardware or 
software. Typically, to simplify 
operations, the memory or disk 
space is divided into blocks that 

are swapped in and out of cache 
as needed. When the cache is 
filled, the most common strategy 
is to select the least-recently used 
(LRU) block, write it back to its 
original location, and use the 
cache space it occupied for new 
data. 

context switch — the act of 
switching from executing one pro¬ 
cess to executing another. On 
most machines, this requires sav¬ 
ing state information (the various 
registers, pointers, and flags used 
by the process), flushing out cer¬ 
tain buffers, and loading in the 
information needed by the new 

process. Usually, the data for sev¬ 
eral processes is in memory at the 
same time and the CPU is 
switched rapidly among them. 
Fast context switching is particu¬ 
larly important in multitasking 
systems such as UNIX. 

data flow — a method of organiz¬ 
ing how a computer reads and 
processes data. In a “data flow” 
computer architecture, the flow of 
work is organized around the 

data, instead of the traditional 
control-flow method where flow 

84 UNIX REVIEW MARCH 1985 Circle No. 265 on Inquiry Card 



SIR/DBMS 
bridges the UNIX 
portability gap 

SIR/DBMS helps market research analysts, statisticians, quality assurance engineers, medical researchers, 
and other knowledge workers transform their data into strategic information. 
SIR/DBMS is a complete relational database management system with special features to manage empirical 
and decision-oriented data. It provides unmatched portability across a wide range of mainframes, minis, 
and 32-bit UNIX-based microcomputers. And it only takes a single command to move an entire database 
and its application programs to a different computer or operating system. 

SPECIAL 
FEATURES 

• Easy ad hoc query and report¬ 
ing with SQL + 

• Comprehensive data integrity 
and quality control 

• Relational, hierarchical, or net¬ 
work views of data 

• Direct interface to BMDR 
SAS, SPSS 

• Flexible report generation 
• Publication-quality tabular 

displays 

• Fast, efficient programming 
with a 4th generation language 

UNMATCHED 
PORTABILITY 

APOLLO AEGIS 
CDC CYBER NOS, NOS/BE 
CRAY COS/CTSS 
DATA GENERAL AOS/VS 
DEC VAX VMS, UNIX 
DEC 10/20 TOPS 
GOULD SEL S/32 
HP 9000 HP-UX 
HONEYWELL CP-6, GCOS 8, 

MULTICS 
IBM & PCMS OS/VS, VM/CMS 
ICL VME, VME/B, 

EMAS 
PERKIN-ELMER OS/32 
PRIME PRIMOS 
SIEMENS BS2000 
SPERRY 1100 EXEC 
SPERRY 90 VS/9 
SUN UNIX 

SIR, Inc. 

SIR, Inc. has pioneered the devel¬ 
opment of database software 
for INFORMATION ANALYSTS 
since 1976. 
SIR/DBMS has been used to 
develop thousands of applica¬ 
tions at R&D divisions of 
Fortune 500 companies, research 
institutions, government 
agencies, and universities across 
25 countries. A full range of 
technical support and training 
services is available to you. 

Call or write: 
Director of Sales, SIR, Inc. 
5215 Old Orchard Road 
Skokie, *IL 60077 

312-470-9770 

SIR/DBMS 
The Intelligent Relational System™ 
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depends on instructions. In the 
data flow method, data is split 

into units needed for processing, 
and, when possible, the process¬ 

ing of each unit takes place inde¬ 
pendently in parallel. Each step is 

done as soon as its input data is 
available instead of being syn¬ 
chronized with a master program 

counter. 

There have been attempts to 
combine data flow methods with¬ 

in an overall UNIX or UNIX-like 
framework, but none have caught 
on so far. 

FLOPS — an abbreviation for 

“floating point operations per 
second”, a measure of the speed 
of a machine performing arithme¬ 
tic calculations. However, since 

mathematical calculations are 

also used extensively for comput¬ 
ing indexes and for probabilistic 
functions used in Artificial Intelli¬ 
gence and text parsing, this mea¬ 

sure may also be somewhat indic¬ 

ative of machine performance on 
non-arithmetic processes as well. 
A typical value for a UNIX-class 

machine would likely be in the ki- 
loflops or megaflops range. 

Gantt chart — a diagram show¬ 

ing when various parts of the sys¬ 
tem are active. It is usually 
graphed with time on the horizon¬ 
tal axis describing a set of hori¬ 
zontal line segments stacked one 
on top of each other that repre¬ 
sent each of the activities of the 
system. 

hardware monitor — an exter¬ 

nal electronic test device that’s 
hooked up to a computer system 
to make timing measurements or 
performance checks. Hardware 
monitors are usually more expen¬ 
sive and more difficult to connect 
to computer systems than are 
software versions, but they don’t 
slow or change the operation of 

the system being monitored. 

histogram — a chart that shows 
the time (in total intervals or per¬ 

centages) that the system spends 
in specified modes or program 
sections. Histograms are based on 
measurements made by hard¬ 
ware or software monitors for 
larger systems, and on develop¬ 
ment systems or logic analyzer 
measurements for smaller 
machines. 

hit ratio — the percentage of 
data accesses for which the need¬ 
ed item is found already to be in 

cache, thus avoiding a reference 

Easier 
than 
1-2-3... 

BUT DESIGNED 
FOR LARGER 
SYSTEMS 

_ P.0. BOX 2669 
KIRKLAND, WA 98033-0712 

I EFFECTIVE SOFTWARE FOR BUSINESS 

It’s simple, C-CALC from DSD Corporation is 
more flexible, has more functions, and is easier 
to use than the best selling spreadsheet. We 
made it that way for a very simple reason, you’ll 
get more work done and make better decisions 
in less time. That’s what makes you successful 
whether you are planning for the future, fore¬ 
casting trends, or analyzing profits. 

The most popular spreadsheets require a great 
deal of time to get up and running. When we 
created C-CALC we kept in mind that time is 
your most important resource. Our On-Line 
Help facilities, prompts and menus allow even 
someone with minimal experience to see 
meaningful results in very little time. Our built- 
in training procedures let you pace your own 

learning with tutorial topics that range from 
basic to advanced. As you become more expe¬ 
rienced, C-CALC allows you to bypass 
prompts and menus to save even more time. 

So call DSD Corporation at (206) 822-2252. 
C-CALC is currently available for UNIX, VMS, 
RSTS, RSX, IAS, P/OS, AOS, AOS/VS (Data 
General), IBM CSOS. 

C-CALC is a registered trademark of DSD Corporation. UNIX is a registered 

trademark of Bell Labs. P/OS, RSTS and RSX are registered trademarks of 

Digital Equipment Corporation. AOS and AOS/VS are registered trademarks 

of Data General Corporation. 

Circle No. 264 on Inquiry Card 

86 UNIX REVIEW MARCH 1985 



The Sperry Challenge 
in Salt Lake City 

Delivering innovative systems in an exciting and com¬ 
petitive marketplace is a formidable challenge—one that 
we accept. 

At work within the Micro Products Division and Sperry 

Network Systems groups, we’ll surprise you with uncom¬ 
mon opportunities for career growth in state-of-the-art 
microprocessor and network communications technology. 

We are seeking individuals with expertise in the follow¬ 
ing areas: UNIX Software programming, Systems design 
engineering, systems programming, SNA. DC A. OSI 
communications architectures, LAN technology communi¬ 

cation software engineering, and many others. 
At Sperry, you'll work in a business environment 

which encourages your participation as you share responsi¬ 

bility with other team members, for developing new 
generations of micro-based products and data communica¬ 
tions systems. 

This is the Sperry challenge and we invite your 
participation. 

And. nowhere in America will you find better skiing 
than in Utah—powder snow, blue skies and sunshine less 

than 40 minutes away from work. 
If you are interested in the Sperry challenge, please 

send your resume to: 
SPERRY, Employment Dept., Attn: Dept. 1J 
322 N. Sperry Way, Salt Lake City, Utah 84116 

spiers 
© Sperry Corporation 1985 We are an equal opportunity employer m/f/v/h. 
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to main memory or disk. Hit ratios 
measure the effectiveness of 
cache. They can be improved with 
bigger caches or better algorithms 
for placing items into cache. 

interleave — 1) as applied to 

memory, files, or other system re¬ 
sources, “interleave” describes a 
way of increasing concurrent use 
of a resource by splitting it into 
sub-units unlikely to be accessed 
simultaneously by multiple pro¬ 
cesses. This splitting is usually 
done at a fine level, much like 
dealing out a deck of cards. 2) on a 

disk drive, instead of recording 

data on adjacent sectors, “inter¬ 
leaving’ ’ the data means writing it 

with a specified number of sectors 
inserted between each chunk. 
This procedure, also called 

“skewing”, gives the system ex¬ 
tra time to process each sector. In¬ 
terleaving can be done at the 

physical level (in the disk control¬ 
ler), or at the logical level (in the 
file system handler), or both. 

load — refers to the total volume 

of work the system is asked to per¬ 
form at any given time. Statistics 
programs will often print a “load 
average”. 

memory bandwidth — the rate 
at which data can be moved in 
and out of memory. It is calculated 
by multiplying the data path 

width by the number of memory 

cycles possible per second. Topi¬ 
cally, values are expressed in me¬ 
gabits or megabytes per second. 

MIPS — an abbreviation for 
“million instructions per sec¬ 

ond”, a value representing how 

many million machine operations 
a system can process in a second. 
Because this value changes with 
the instruction mix, it is best com¬ 

pared using a specified bench¬ 

mark or load. Because the in¬ 

struction sets of different 
machine architectures provide 
varying amounts of processing 
per instruction, MIPS can reason¬ 
ably be compared only among ma¬ 

chines of the same architecture. 

overlapped operations — two or 

more operations that take place at 
the same time. Many systems 

have various co-processors and 
I/O systems that can operate 
simultaneously. 

parallel processing — organiz¬ 
ing a computer system to allow 

L5 Features 
• KDJ11 Processor, floating point, 8K cache 

• .5Mb to 32Mb memory 

• 4 to 32 users 

• 20Mb to 2.5Gb external storage 

• UNIX System V Fast Kernel or Real Time Kernel 

• Runs RT11, RSX, and TSX 

• Includes several utilities packages, necessary cabling, complete 

documentation and tutorials 

A breakthrough in Price, 
Performance and Packaging 

The new L5 proves that good things come in small packages! Measur¬ 

ing a compact 3.75 "H x 17.5 "W x 21 "D, the L5 is small enough to 

fit on a desk-top or a laboratory workbench. Yet it’s large enough to 

handle up to 32 users and, in some applications, outperform a VAX 

system. The L5 is small in price, too. A mid-range system can cost less 

than $1,000 per user! 

Find out how the new L5 offers the unique solution to price, perfor¬ 

mance & placement challenges. Call General Communications today! Aggressive Dealer/OEM discounts available 

General Communications Corporation 
Where lucid communications, technical excellence and common sense meet." 

‘UNIX is a trademark of AT&T-Bell Laboratories 

VAX, RT11. & RSX are trademarks of Digital Equipment Corporation 

TSX is a trademark of S&H Computer 

1 Main Street, Suite 502, Eatontown, NJ 07724 (201) 542-6560 
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HOW TO GET THE 'MOST 
OUT OF UNIX* SYSTEMS 

Multi- 
Users 

You'll find out how to take full 
advantage of emerging computer 
technologies for your business, 
professional, and engineering/ 
scientific applications at the UNIX 
Systems Expo/85-Spring. Here, 
you'll find the hardware, software 
and services you need to: 

You'll find it all at: 
UNIX Systems Expo/85 
San Francisco 
Moscone Center 
April 24-26,1985 

Call or write for preregistration 
material prior to April 1st 

Exclusive production of 
Computer Faire, Inc./ 
a Prentice-Hall Company 

UNIX* SYSTEMS EXPO/85 

• Link PCs to mainframes. 
• Set up multi-user, multi-tasking systems. 
• Create networking systems. 

PCs to 
Mainframes 

Networking 

This tightly-focused computer 
event is also especially appealing 
to value-added resellers of UNIX- 
based systems and software 
developers. It provides a maximum 
information exchange between 
sellers and buyers of UNIX systems. 

Aisle upon aisle of the leading 
and most innovative computer 
hardware and software companies 
will be on hand to display and 
demonstrate state-of-the-art UNIX 
products. 

Rounding out this timely UNIX 
Systems Expo will be a comprehen¬ 
sive conference program of more 
than 40 user/marketing oriented 
sessions. Authorities from the 
industry as well as corporate users 
of UNIX systems will lead these 
sessions. 

Attend UNIX Systems Expo/85! 
You'll get the inside story from 
computer professionals who are 
building, installing, distributing 
and marketing UNIX systems. 

181 Wells Avenue 
Newton, MA 02159 
617/965-8350 

611 Veterans Boulevard 
Redwood City, CA 94063 
415/364-4294 

*UNIX is a trademark of AT&T Bell 
Laboratories 

Please send me information on: 

□ Exhibiting □ Attending 

Name 

Title 

Company 

Address 

City/State/Zip 

Phone_ 

(UR) Please send to: Computer Faire, Inc. 181 Wells Avenue Newton, MA 02159 

UNIX 
SYSTEMS|ll” 
izjaHpiSO 

>"7 
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two or more processes to execute 
simultaneously using different 
resources (as opposed to the more 
traditional sequential multitask¬ 
ing system, which only seems to 

execute processes simultaneously 
when it switches quickly from one 
to the other). 

prefetch — to move the next se¬ 

quential instructions or data into 
a queue or cache from main mem¬ 
ory before they are needed. Be¬ 
cause in most cases the next re¬ 
quested instruction or data item 
immediately follows the last, this 

arrangement speeds execution. 
Systems that use this method to 

store up several items before use 
are said to be “pipelined”. Pre¬ 
fetching and pipelining can result 
in slower execution if references 
are scattered. See cache. 

reliability — the measure of 
probability that a system will be 
working when expected, ex¬ 
pressed as a percentage, decimal 
fraction, or mean time between 

failure (MTBF). Reliability does 
not take into account scheduled 
maintenance, so actual availabil¬ 
ity is often lower than reliability 
figures would suggest. 

response time — the interval be¬ 
tween when a user completes an 
instruction or command (most of¬ 
ten by pressing the RETURN key) 

and when the system finishes 
outputting the result. Response 

time depends both on loading and 
the type of command being 
executed. 

rotational latency — on a disk 
drive (or other rotating memory 

such as a drum), “rotational la¬ 
tency” refers to the time between 
when data is available for writing 
or for reading and when the right 
spot on the disk comes around. 

On the average, this takes half a 
disk rotation, so the faster the 
disk turns, the shorter the aver¬ 
age rotational latency will be. 

Worst case rotational latency, of 
course, is the period of one com¬ 

plete revolution. 

thrashing — describes a condi¬ 

tion in which a system spends 
most of its time either switching 

contexts or swapping processes in 
and out from memory to disk in¬ 

stead of doing useful work. This is 
caused by poorly designed sched¬ 
uling algorithms that become un¬ 
stable when too much load is ap¬ 
plied to the system. 

FOR EVERYTHING UNIX* 

is the only name you 
need to know. 

The multi-disciplined staff at Daystrom — with 
backgrounds in academics, industry, research, 
finance, accounting and information management — 
can help with virtually any aspect of your computer- 
related requirements. 

For example, you can take advantage of their con¬ 
sulting expertise to do a thorough needs evaluation of 
your overall operation. . .or any segment of it. 

In software, you have a variety of standard pro¬ 
grams available such as system administration, 
application generating, relational data base manage¬ 
ment and accounting systems, or, if necessary, have us 
write one to handle your special need. 

And, when it comes to hardware, there's the 
"M-Famlly" — with the best power/performance ratio at 
least cost in the industry. Choose from a variety of 
components to custom configure a system to meet your 
exact specifications. 

Contact Daystrom Systems today and find out 
for yourself how much help they can really be. 

‘UNIX is a registered trademark ot ATM Bell Laboratories 

SYSTEMS INC. 
11206 Euclid Avenue • Cleveland. Ohio 44106 • 216-421-8737 

Making computers work the way you always thought they should.* 

.5 a trademark of Daystrom Systems, Inc 
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UNIX is a trademark of Bell l^abs 
EMERALD ONE is a trademark of 
Emerald City 

WHAT IS EMERALD ONE? 

The most complete integrated office system available 
today, EMERALD ONE combines the most essential 
office tasks through six fully compatible and seamless sets 
of tools. EMERALD ONE runs on a broad range of 
mainframe, mini, super-micro and personal computers 
which use the UNIX™ operating system-the emerging 
standard for the office. 

THE TOOLS OF EMERALD ONE 

EMERALD ONE integrates your office tasks through: 
1. COMMUNICATIONS, including Telephone 

Messaging and Electronic Mail systems, 
2. INFORMATION HANDLING with EMERALD 

ONE’s powerflil Relational Database system, 
3. DECISION SUPPORT features such as Business 

Graphics and the Electronic Spreadsheet, 
4. DOCUMENT PREPARATION with Word Processing 

and a Cabinet, Document and File Folder system, 
5. TIME MANAGEMENT tools such as the 

Personal Diary system and Meeting 
Scheduler and 

6. SYSTEM ADMINISTRATION functions 
that allow a non-technical user to 
customize EMERALD ONE 
for the individual, work group 
and organization with ease. 

SOFTWARE FOR THE WORK GROUP 

EMERALD ONE goes far beyond stand-alone personal 
computer software by linking individuals and their work 
groups. With EMERALD ONE, users work as a commu¬ 
nicating group, not as isolated individuals. Whether it be 
a document, spreadsheet or personal diary entry, every¬ 
thing created with EMERALD ONE can be exchanged 
easily between individuals, work groups and beyond. 

EMERALD CITY, THE PEOPLE BEHIND 
EMERALD ONE 

EMERALD ONE is the result of an intensive, multi-year 
research commitment by Emerald City and its sister com¬ 
pany Trigon Systems Group, one of the most respected 
consulting companies in office integration. 
Attractively priced for distribution by hardware manu¬ 
facturers, system integrators and OEM’s, EMERALD 
ONE is folly supported by an extensive marketing pro¬ 
gram designed to assist distributors in penetrating the 
integrated office market. Emerald City offers the reality of 
a complete business solution, not just technology. 

Emerald City, the company with courage, brains and heart. 

EMERALD 
C • I • T • Y 

Emerald City Inc. 
20 Richmond Street East, Suite 700 
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transfer rate — the rate at which 
information is passed between 
parts of a system. Rates are usu¬ 
ally given in bits per second or 
bytes per second. Typical rates 
are anything from 10 cps (charac¬ 
ters per second) for a slow printer 
to 20 Mbs (20 million bits per sec¬ 
ond) for a hard disk drive. 

tune — the verb describing opti¬ 
mizations of the operation of a 
UNIX system or a program on a 
particular type of machine or 
configuration. Tuning may in¬ 
volve changing register-assign¬ 
ment strategy, changing the way 
space is allocated by memory 
management routines, altering 
block sizes for I/O operations, and 
so forth. Because tuning involves 
heuristics more than guaranteed 
optimal procedures, it is more an 
art than a science. 

utilization — the amount (or ra¬ 
tio) of time that a given system 
resource is in use. Ideally, if re¬ 
sources exactly match a given 
load, the processor, I/O, and mem¬ 
ory will all have an equally high 
utilization factor. 

Von Neumann architecture — 
the standard way present-day 
computers are designed, with 
instructions and data both in a 
single main memory, and a flow of 
control from one instruction to 
the next. UNIX processing is im¬ 
plicitly based on a Von Neumann 
model. 

Whetstones — a standard 
benchmark program that solves 
equations for a Whetstone bridge, 
involving a number of floating 
point additions, multiplications, 
and divisions. This benchmark is 
particularly useful for scientific 
machines and performance is of¬ 
ten expressed in “Whetstones per 
second”. 

white box testing — tests for 
checking a program or system 
based on knowledge of the inter¬ 
nal structure and action. White 
box testing can be more efficient 

than black box methods (where 
nothing is assumed about the in¬ 
ternals of a system), but it can 
miss whole classes of mistakes if 
the testing procedure makes erro¬ 
neous assumptions about the 
functioning of the system. 

working set — on a virtual mem¬ 
ory computer system (one which 
organizes its address space in 
pages brought in from disk to 
main memory as needed), the 
“working set” refers to the collec¬ 
tion of pages needed to execute a 
process at any instant. If the full 
working set can be kept in main 
memory, the process will run fas¬ 
ter than when pages must be 
swapped. Paging schedulers are 
complicated by the fact that a pro¬ 
gram’s working set may change 
as the program executes. 

writeback cache — a faster 
memory used to store data on its 
way to or from main memory that 
does not write data out to main 
memory until the cache is full or 
ordered to perform an update. 
Writeback cache can be faster 
than the alternative writethrough 
method, but requires extra steps 
to make sure that the main mem¬ 
ory always receives all updates 
made to the cache. 

writethrough cache — a fast 
memory that retains an extra 
copy of any data recently read 
from or written to main memory. 
Although the data is available 
more quickly from cache memory, 
main memory is updated frac¬ 
tions of a second afterwards, en¬ 
suring that the main storage copy 
of data is current to within a few 
memory cycles of the cache. 

Comments, questions. correc¬ 
tions? Send them to Rosenthal's 
UNIX Glossary, Box 9291, 
Berkeley. CA 94709. 

Steve Rosenthal is a lexicogra¬ 
pher and writer living in Berkeley. 
His columns regularly appear in six 
microcomputer magazines. ■ 



PERFORMANCE TRADEOFFS 

Continued from Page 58 

would have to be moved over the 
network (at least in the case of 
this example). 

Sending high level requests 
over the network allows the serv¬ 
er process to maximize local buff¬ 
er pooling, and eliminates much 
of the slow access to the disk. 
There is a tradeoff here, however, 
as the CPU on the server could 
become “CPU-bound” instead of 
disk-bound, and the speed of the 
processor in the server could be¬ 
come the limiting factor in overall 
network performance. 

CONCLUSION 

UNIX began its commercial life 
with a very elegant architecture. 
With the addition of record lock¬ 
ing, shared memory, and perhaps 
someday, shared libraries, the op¬ 
portunities for application build¬ 
ers to optimize their programs will 
increase. The multitasking archi¬ 
tecture of UNIX allows applica¬ 
tion builders to achieve an elegant 
economy, but discourages or dis¬ 
allows single-user style tech¬ 
niques, such as overlays. 

Since database architectures 
are the ones most intimately in 
volved with operating system in 
ternals, and are the most often 
used and most subtle of all the 
application code modules, it 
would seem that application 
builders would stand to benefit if 
UNIX hardware manufacturers 
were more aggressive with their 
database software offerings. 

The application builders need 
“built-in” or readily available da¬ 
tabase tools that have most or all 
of these tradeoffs pre-analyzed 
and set up for them with as high a 
level of interface as can be pro¬ 
vided. When multiuser and 
networked database software is 
considered as much a part of 
UNIX as grep, UNIX will be as¬ 
sured of its place as the standard 
operating system for multiuser 
data processing equipment. 

Roger J. Sippl is the President 
and co-founder of Relational Data¬ 

base Systems, Inc., located in Palo 
Alto, CA. Formed five years ago, 

RDS is a leading supplier of data¬ 
base software for UNIX. Mr. Sippl 
has served as a board member of 
/usr/group and is considered an au¬ 

thority on the UNIX marketplace. ■ 
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ing various benchmark programs 
that measure some of the more 
specific behaviors or actions of 
the system in isolation, often us¬ 
ing the computer’s own timing 
tools (in the case of UNIX systems, 
the time command) to record the 
results. These tests record the 
time taken to, say, compute some 
prime numbers, read a disk file, or 
run some number of copies of a 
program. 

The task then becomes one of 
trying to correlate test results 
with expected performance goals 
(that is. to complete a pattern of 
application-specific tasks within 
a specified time while respecting 
response time constraints). The 
difficulty comes in estimating the 
degree to which information is 
lost by not modeling the real-time 
interactions of various tasks— 
not only the concurrency, but the 
staggered sequences of initiations 
typical of human users. It’s as if 
runners were tested by sending 
them down a narrow track one at 
a time—or all at the same time. 
Neither situation is an accurate 
reproduction of race conditions. 

Conventional benchmarks 
may make some systems look too 
good, while making some other 
systems look too bad. If one is try¬ 
ing to obtain the best cost/perfor¬ 
mance ratio, either direction cre¬ 
ates problems. 

But of all the numerical infor¬ 
mation available on which to base 
the purchase of a general-purpose 
system, possibly the worst is 
some overall abstract unit of ac¬ 
tion such as MIPS (millions of 
instructions per second). Con¬ 
sider two similar runners in a 42 
km marathon: the one who takes 
more steps per minute (an action) 
may or may not win the race (the 
objective). It depends on how far 
each step carries the runner to¬ 
ward the finish line. In a like vein, 
computer “A" might execute 
twice as many instructions per 

second as computer “B", but each 
instruction of “B” might be more 
than twice as effective in achiev¬ 
ing the desired result (such as get¬ 
ting this article formatted for 
typesetting on time!). Measures 
such as MIPS are valid only when 
comparing models of machines 
within a single computer archi¬ 
tecture, such as the DEC VAX se¬ 
ries, with a test workload that ac¬ 
curately reflects the mix and 
usage of instructions in the target 
applications environment. 

Even then, “MIPS” is only a 
measure of raw CPU speed. Disk 
access time is often far more 
important. 

CLOSING CEREMONIES 

We have looked briefly at a defi- 
nit ion of performance and some of 
the approaches taken to measure 
it. As usual, the more closely one 
is willing (or able) to look at the 
issue, the more likely a satisfac¬ 
tory outcome will result. Remem¬ 
ber that when you're buying ma¬ 
chines, you have to live with the 
winner, so it’s best to screen the 
vendors' claims and use your own 
needs as your guide. Not every 
user will have the resources to 
construct a complete and accu¬ 
rate model of his or her computing 
environment, but even a rough 
‘scorecard’' of requirements (es¬ 

pecially if written down before 
the competition begins) can help 
one judge which benchmark 
numbers will be helpful and 
which ones may simply be 
misleading. 

Rob Warnock is an independent 
computer architecture consultant 
with nearly 20 years of experience in 
data communications hardware and 
real-time and timesharing operat¬ 
ing systems. He has worked for Di¬ 
gital Communications Associates, 
Xerox XTEN, and was the system 
architect behind the Fortune Sys¬ 
tems 32:16. Mr. War nock currently 
resides in Foster City, CA. ■ 
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system needs to be reorganized. 

Solution: Check for balanced 
disk usage. If two disks run off the 
same controller and you are only 

swapping on one, typically with a 
lot of memory available, balance 
the swapping between the two 
disks. 

Even better, use two smart con¬ 
trollers. That will make it easier 

to achieve a balance between the 
two drives and will minimize 
movement of the disk arm. Ar¬ 
range it so that swaps are handled 
by one and I/O is handled by the 
other. 

One of the most interesting im¬ 
provements you can make—after 
looking at what programs are 
used most—involves moving 
heavily used programs to differ¬ 
ent disks. One way to do this is to 
rearrange the partitions that di¬ 
vide logical areas on the disk. For 
example, since the C compiler, 
nroff(l)f and troff(l) make heavy 
use oi /tmp. the UNIX temporary 
storage directory, you can obtain 
dramatic speed improvements by 
placing /tmp on a small but quick 
disk. 

Image Network’s XROFF, right now, 
prints troff/ditroff documents on: 

. VAX 
• Pyramid 
• Plexus 
• POP 11's 
• Integrated Solutions 
• Amdahl 
• IBM-PC 
• 3B20 

• System 5 • Xerox 2700 
• System III • Xerox 8700 
• Berkeley 4.2 • Xerox 9700 
• IS/WB • Diablo ink jet 
•V 7 • Diablo thermal 
• UTS • Dec LNOIs 
• MS/DOS • Compugraphic 8400 
• Xenix • APS-5 typesetter 

at leading organizations from Berkeley to Murray Hill. 

Call or write with your requirements! 
Image Network, 424 Palmetto, Sunnyvale CA 94086 

(408) 746-3754 
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Case History #5: The case of the 
swamp disk. 

Symptoms: Performance on a 
multidisk system slowed radical¬ 
ly. A bit of investigation showed 
that high seek and interrupt 
counts were registering at one of 
the disks. All of the system's con¬ 
trollers were trying to access that 
single disk, leaving the other 
disks on the system idle. 

Discussion: UNIX normally tries 
to keep all disk spindles at its dis¬ 
posal busy and, using its own disk 
scheduling algorithms, to balance 
the load on all drives. It can be 
outsmarted, however, if a system 
administrator who is not atten¬ 
tive enough to throughput fails to 
organize the load on each disk so 
as to maximize the balanced use 
of each disk. Without this sorl of 
effort, read/write head seek 
movement cannot be minimized. 

Version 7 UNIX and Berkeley 
UNIX systems make use of disk 
partitions to lay out the disk I/O 
system. Partitions divide the disk 
into logical concentric- rings that 
are treated as logically indepen¬ 
dent disks. Unless the partitions 
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are laid out carefully, disk heads 
will never end up where they 
should for fast access and maxi¬ 
mized performance because dif¬ 
ferent processes will force the 
heads to move to different parts of 
the disk. Redrawing the parti- 

t io- ^s may be necessary to balance 

he load. 

Solution: If the problem persists 
when the controllers, disks, and 
partitions are balanced, the next 
step is to check the load on each 
controller. The problem might be 
that each controller is bearing a 
bigger burden than it can man¬ 
age. To prevent waits for the 
channel to memory, put each 
drive on a separate controller. 

As a last effort to cope with the 
problem of balance, check to see if 
kernel I/O buffers are in short 

supply, particularly in associ¬ 
ation with an abundance of un¬ 

used memory. If so, increase the 
number of kernel buffers by mak¬ 
ing use of the unused main 
memory. 

SUMMARY 

Performance tuning involves 
more than keeping your fingers 
busy on the keyboard. It is a com¬ 

plete operation that entails as¬ 
sessing what you want before you 
do anything. Above all, it's know¬ 
ing what you want to accomplish. 
Only by knowing your object is if 
possible to intelligently convert 
wasted system resources to per¬ 
formance resources. You have to 
know what parts of the computer 
you need and what parts you can 
do without if you are to improve a 
specific kind of performance. 

Plan your strategy first, then 

measure the results. 

Clement T. Cole is an Engineering 
Supervisor at Masscomp. Previous¬ 
ly, he consulted nationally on 
lTNIX-related issues and worked for 

various concerns, including Tek¬ 
tronix, Inc. and the Mellon Institute 
of Science at Carnegie-Mellon Uni¬ 
versity. Mr. Cole holds a BS in Elec¬ 
trical Engineering and Mathematics 

from CMiJ, as well as an MS in Com¬ 
puter Science from UC Berkeley. 

Ed Breslin is Masscomp s Techni¬ 
cal Marketing Promotional Writer. 
Formerly with DEC and Ztel, he 
holds a Society for Technical Com¬ 
munication Award for Excellence 
(Boston Chapter, 1982). Mr. Breslin 
graduated from Swarthmore College 

and Washington University (St. 

Louis). ■ 
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MISTRESS is the fully rela¬ 
tional database management 
system (RDBMS) for UNK? 
It features the Structured 
Query Language (SQL*) for 
the end user as well as stand¬ 
ard programming interfaces to 
the C language for the DP 
professional. Advanced con¬ 
cepts include variable-length 
character fields, dynamic stor¬ 
age allocation, and B+ Tree 
indexing. MISTRESS has 
been designed exclusively for 
the UNIX environment and is 
totally written in C. 

MISTRESS/32 is the 
advanced relational database 
management system for 
extended addressing UNIX 
products. MISTRESS/32 
features enhanced capabilities 
for security, recovery and 
data integrity, as well as a 
fully integrated report 
writer and screen interface. 
MISTRESS/32 is the recom¬ 
mended system for more 
demanding applications. 
‘UNIX is a trademark of Bell Labs. IBM and SQL are 
trademarks of International Business Machines. 

RHODNIUS Incorporated 
10 St. Mary Street, Toronto, Ontario, Canada M4Y1P9 C416) 922-1743 Telex: 06-986766 TOR. 
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The multi user data base management system 
that puts mainframe power in your micro. 

ZIM is a fully integrated fourth generation application 
development language that is loaded with these features 
and more. 

• POST RELATIONAL 

• RETRIEVAL STRATEGY OPTIMIZER 
— Automatic use of 8087 chip (if available) 

• APPLICATIONS PORTABILITY 
• MULTI-USER 

— Entity Relationship Model 
— Powerful extension of Relational Model 

• REPORT WRITER 
— Unlimited break levels, summary/ 

detail reports, output to disk, 
printer, terminals 

• FORMS PAINTER AND MANAGER 

— Menus, data entry, data display 
— Box fields 
— Old field value recall 

• DATA DICTIONARY 

• COMPILER • PROGRAMMING LANGUAGE 
• APPLICATION COMPLEXITY SUBJECT 

ONLY TO HARDWARE LIMITATIONS 

The Information Interface 

— Full transaction processing control 
• C LANGUAGE INTERFACE 

• QUALITY PRODUCT SUPPORT 

Zim is a mainframe data base 
management system that runs on 

micro-computers. If you want 
mainframe power, speed, flexibility and 

freedom from arbitrary 
limitations all at 

a micro price, talk to 
us about an evaluation system. 

Dealer inquiries are welcome. 
INFORMATION INC. 

• UNLIMITED FILE RELATIONS 
— One to one 
— One to many 
— Many to many 
— Unrelated 

1 785 Woodward Drive 
Ottawa, Ontario K2C 0R1 

(613)727-1397 
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SYSTEM TUNING 

Continued from Page 40 

cheaper (thus slower) disk subsystems. Most desk¬ 
top micro systems and a number of other mini/micro 
UNIX systems fall in this class. The two most nota¬ 
ble applications of this class are general program 
development and office automation. 

Given these four choices, you should determine 
which approach best fits your needs. Think of how 

the system will normally be used at peak times (10 
am to 4 pm for most shops), and choose a system that 
performs well under that load. Discount the infre¬ 

quent cases where nothing seems to work well. 

SWAPPING AND PAGING TRADEOFFS 

In a more technical vein, let’s look at where swap¬ 
ping and paging work comes from and where it 
seems to be headed: 

1) Paging schemes based on working set theory 
were studied at a time when all major systems pro¬ 
grams were coded in assembler and were hand-opti¬ 
mized for page boundry alignment. Some compilers 
at the time even offered optimized allocations and 
were coded to minimize cross page references. 

2) Most high-level structured code today produces 
a large number of non-local references. Thus, mod¬ 
ern working sets are generally several times larger 
than those used during the days of the earlier paging 
studies. 

3) During the 1970s, timesharing systems such 
as TENEX grew out of the XDS940 and Berkeley 
Timesharing System molds. Those systems offered 

integrated environments where all functional utili¬ 
ties were self-contained in programs. In today's 
UNIX environment, the tools approach is used to 
create a large number of small programs that afford 
constrained functionality. Many UNIX programs are 
only a few pages long and yet have a 100 percent 
working set. 

4) A typical UNIX disk subsystem supports 15 to 
35 transactions per second on many micros, and 

can handle from 35 to 55 transactions per second on 
larger/faster systems like the VAX 780. Swaps are 
generally segmented into pieces from 0.8 to two 
times the normal transaction time (i.e. at an average 
transaction rate of 35 blocks/second, a transaction 
period is 28 ms, thus on a 5 Mbit/second, 5*4-inch 
Winchester drive, a swap segment length should be 
about 10K bytes to 20K bytes). This allows some 
useful disk work to be interlaced with the swap peri¬ 

od. thus letting memory jobs get useful work done. 
At this 35 transactions/second rate, a system with 
four concurrent disk-bound jobs will swap a 100K 
byte program in about 0.56 seconds (100K byte/20K 

byte * 28 * 4). Any program under swap segment size 
will be serviced in 0.1 1 seconds (28 ms * 4). 

5) Paging on the same configuration occurs at 

0.1 1 seconds (28 ms * 4) per page (IK byte on most 
systems). Thus a 100K byte program would take 1 1 
seconds and a 20K byte program would take about 
2.2 seconds. Extrapolating from this model, we can 
see that swapping frees and fills memory about 20 
times faster than paging on this machine. This be¬ 
comes a very significant issue when a system is 
asked to handle the standard UNIX toolbox of 10 to 
50K byte programs or when it’s asked to swap im¬ 
ages for data segments of shared text programs like 
vi. 

6) A 1 MB program swap on the same configura¬ 
tion would take 5.6 seconds. Assuming a 56K byte 
working set, active memory could be paged in exact¬ 
ly the same amount of time. Paging in this environ¬ 

ment would free about 80 percent of the 1 MB space 

for other programs. This could be significant for a 

machine with little more than a megabyte of RAM. 
7) All early studies of paging were done on sys¬ 

tems large enough to provide a dedicated controller 
and spindle for the operation, thereby assuring peak 
paging rates and uniform paging response. Many 
Berkeley-based systems are run on a single control¬ 

ler (and often a single spindle), meaning that file 
system traffic greatly interferes with paging 
throughput and response time, which in turn causes 
non-linear degradation in system throughput, effi¬ 

ciency, and response times. Often a step reduction is 
visible when the workload backs up on the disk 
queue, resulting in scheduler/memory reaper 
thrashing at certain load levels. 

In a nutshell, most systems should be configured 
with enough memory to hold active programs in 
memory without swapping or paging. If this cannot 
be done, swapping is preferred for those systems 
with job sizes in the 10K byte to 250K byte range, 
while paging is optimal for systems handling jobs in 
the 500K byte to 1 MB range. In fact, on the top end 
of the scale, paging is essential. Jobs running be¬ 
tween 200K bytes and 650K bytes can use either 
method. According to the application and job mix 
within this range, one may be better than the other, 
but there are too many variables to allow for abso¬ 
lute guidelines. 

Paging on disks with very slow seek times is cer¬ 
tain death in most multiuser environments. Burst 
throughput in the disk/controller, meanwhile, is an 
important issue for swapping systems. (As an exam¬ 
ple, common 5V4-inch disk drive rates are 522K 
bytes/second for 1:1 interleave, and 26IK bytes/se- 
cond for 2:1 interleave. Eight and 14-inch SMD 
drives have rates about double these figures, de¬ 
pending on the brand.) 

PHYSICAL DATA PLACEMENT 

Another interesting but often misunderstood per- 
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formance issue revolves around file system metrics 
and workload characterization. These measures 
can shed light on many of the variables in response 
time equations. Among those variables are: 

1) disk drive technology types and positioning 

curves. 
2) the number and relative priority of processes 

using the file system. 
3) partition layouts of physical drives. 
4) data compactness and fragmentation within 

each file system. 
5) driver disk seek optimization algorithms. 
6) file system allocation strategies. 
7) manual or automatic optimizations of file 

placement. 
8) types of file access (open, exec, read, or write 

each requires different overheads and may or may 

not use read ahead). 
A reasonable treatment of this topic would re¬ 

quire a small book. For the purposes of this article, 
we ll restrict ourselves to one major theme—phys¬ 
ical data placement. In the old batch days, careful 
hand-optimization of file allocations between var¬ 
ious disk drives and within each spindle tuned job 
streams to minimize head seeks. This tuning often 
made a difference in runtimes of up to an order of 
magnitude by eliminating head thrashing (extra 
seek activity). Over the last 10 years, this common 

practice has become a lost art due to advances in 
disk drive technology and the development of large 
multitasking systems with dynamic file allocation. 
At the same time, the industry has re-introduced 
slow disk drives using low cost, stepping 514-inch 
technology. 

UNIX and the hardware it operates are both prime 
examples of these trends. While I would never advo¬ 
cate going back to manual VTOC extend declara¬ 
tions, it does make sense that often-used UNIX files 
be hand-placed to ensure the best possible access 
times. It also makes sense to be certain that large, 
seldom-used files are moved out of the way of normal 
access. For UNIX systems, careful placement needs 
to occur at three levels: 

1) data placement. 
2) directory placement. 
3) inode placement. 
And for each item, two levels of placement are 

important: 
1) cylinder placement. 
2) placement within rotational interleave. 
For inodes and multiblock directories, morever, 

the block in which a particular item is located can 
become an important issue. This is because many 
UNIX system exec operations (used for loading and 
running programs) represent a significant percent¬ 
age of total disk I/O requests, and an even larger 

percentage of disk I/O time. Given the following 
commands: 

$ PATH=,7bin:/usr/bin:/usr/ucb:/u/joe/mybin:M; export PATH 
S someprog argl arg2 

the system will attempt the following actions, some 
of which will be buffered in the system buffer pool 
and inode table (this assumes someprog is in my- 
bin). Those not buffered will result in disk I/O: 

1) root inode is acquired. 

2) blocks 1-n of the root directory are read in a 
search for “bin” 

3) /bin inode is acquired. 
4) blocks 1-n of the /bin directory are read in a 

search for “someprog”. 
5) /usr inode is acquired. 
6) blocks 1-n of the /usr directory are read in a 

search for “bin”. 
7) /usr/bin inode is acquired. 

8) blocks 1-n of the bin directory are read in a 
search for “someprog”. 

9) /usr inode is acquired. 
10) blocks 1-n of the /usr directory are read in a 

search for “ucb”. 

1 1) /usr/ucb inode is acquired. 

12) blocks 1-n of the ucb directory are read in a 
search for “someprog”. 

13) /u inode is acquired. 

14) blocks 1-n of the /u directory are read in a 
search for “joe”. 

15) /u/joe inode is acquired. 

16) blocks 1-n of the joe directory are read in a 
search for “bin”. 

17) /u/joe/bin inode is acquired. 

18) blocks 1-n of the bin directory arc read in a 
search for “someprog”. 

19) /u/joe/bin/someprog inode is acquired. 
20) the exec call reads the file and loads “some¬ 

prog” into memory. 

This search often requires 20 or more random 
disk accesses. Each access typically requires a seek, 
a wait for rotational latency, and a disk transfer. 
Thus the entire process will generally take between 
one and three seconds. By locating (he inodes for 

search path directories in the same disk block, as 
many as half of the disk accesses mentioned above 
can be eliminated—if the requested inode block re¬ 
mains in the buffer pool. 

TIME—THAT'S THE RUB 

On many UNIX systems, the process of locating 
the most active inode, numbered 2 through n in the 
first block, will reduce common disk I/O by 15 to 30 
percent and will make significant improvements in 
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open response times. Clustering frequently refer¬ 
enced files into several other inode blocks can attain 
even greater improvements in response time. As a 
side benefit, sync and update make less of an im¬ 
pact on the system because many of the inodes up¬ 
dated are located in the same block. This further 
reduces disk I/O overhead. By the way, it also cuts 
back on one source of buffer pool purging, thus in¬ 

creasing the overall hit rate! 

If the above directory blocks are randomly allocat¬ 
ed. we might be looking at between 10 and 20 file 
system transactions. Assuming the typical desktop 
microcomputer running one or two users with a 10 
or 20 MB hard disk, we will probably see a typical 
transaction time of 1.12 seconds for 1 0 random I/O 
transactions. (This is arrived at by determining the 
average seek time + settle time + average latency + 
transfer time + interrupt latency. In this case, that's 

85ms + 15ms + 9ms + 2ms 4- 1ms = 1 12ms per 
random request, and 10*1 12ms = 1.12 seconds.) 

This amounts to between one and two seconds of 
disk wait time to read all the directory blocks ran- 

Great Learning Exhilarates 

And it saves you money. 
CALL NOW user TRammE 

(408)370-9710 CDRPDRaTIDR 
591 W. Hamilton Ave. • Campbell, CA 95008 

See us at F.O.S.E.—Booth S 36 
Circle No. 247 on Inquiry Card 
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domly. If the directories were pre-allocated and ex¬ 

tended to normal length at cold boot time, they could 
be searched at a much higher rate, depending on the 
file system interleave factor. For a typical UNIX mi¬ 
cro, interleave time is about 6 ms. The time to do the 

I/O would be 1 29 ms for sequent ial disk transactions 
in the interleave pattern. (This is determined by add¬ 
ing average latency 4- number of sectors * interleave 

time. In this case, we find a range of (9 + 10) * 6 = 69 
ms to (94- 20) * 6 = 129 ms.) This represents an¬ 
other major reduction in command response time 
for small systems. But (he effect on larger systems is 
not as great due to disk queue contention. 

When this strategy is applied to the placement of 
other key system and applications files, some re¬ 
markable improvements can be seen in overall sys¬ 
tem response times. Reduced file system I/O makes 

for shorter disk service time for both file system 
t rafTie and paging/swapping traffic. This type of tun¬ 
ing on cold boot can increase overall performance by 
1 5 to 50 percent. Some activities may run as much 
as two to 1 0 times faster. If done on a regular basis 
across the whole file system, results can often be 
startling. 

As a closing note, it is important to segregate 
stale, dormant files in a remote area of the disk 
where they don't have to be seeked over. Thus, one 
cold boot approach is to create all of the directories 
and inodes for active files, and then create a large 
“filler file" to pre-allocate necessary free space. Fol¬ 

lowing this, all the inactive files can be loaded and 
the "filler file" can be removed. This will minimize 
seek time wasted on seldom used files. 

How many manufacturers have set up their cold 
boot procedures for such optimization? Few. if any. 
On the other hand, how many claim to have signifi¬ 
cantly optimized their kernels so as to gain a five 
percent overall performance increase? Most, if not 

all. 
I'd say, it's “back to basics" time. Let's get ven¬ 

dors and systems staffs to look deeper into the issues 
that really affect command response time. For the 
end user (particularly vertical market VARs) these 
layout improvements can be made with a couple of 
hours or days of work if a little thought is first invest¬ 
ed in determining what files and features are—and 
aren't—often used. Look for some automatic file 
system sorters and maintainers that can automate 
this task for non-technical end users to hit the mar¬ 
ket soon. 

John Bass has worked as a UNIX systems engineer 
since Version 6 was first released. His technical assis¬ 
tance was key to getting both ()nyx Systems and Fortune 
Systems off the ground. ■ 
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I \ / ow, from the same people who brought you 
I \ / the industry-leading price/performance 
I V champion 3300-Series supermicro comes a 
totally new dimension in high performance machines— 
the Contel-Codata 3400-Series. We’ve designed the 
3400-Series specifically for the OEM marketplace and 
proudly bring you more versatility, dependability, and 
expandability than any other manufacturer. It’s the 
Codata Difference and another major improvement in 
OEM microcomputers. 

Whether your application is scientific or desktop, 
whether you need a graphics engine or a free-standing 
floor model, the Codata 3400-Series gives you the 
industry’s broadest range of capabilities. 

3400-Series features include 8-megabyte RAM 
addressability, expanded mass storage with 12,47, 
84,168 or 320-megabytes of high-speed Winchester 

efficiency, 9-track 800/1600 BPI magnetic tape, hard¬ 
ware floating point accelerator for Fortran/Pascal, 
Ethernet LAN, and, of course, the M68000 running the 
Contel-Codata autoconfigurating UNIX’” operating 
system. All 3400-Series systems are based on 
Multibus'” architecture giving you nearly unlimited 
versatility of applications. 

Let Contel-Codata put you on the fast track! Test 
drive the 3400-Series supermicros TODAY. For details 
contact us at: CODATA SYSTEMS CORPORATION, 
285 N. Wolfe Road, Sunnyvale, CA 94086,408/735- 
1744,1-800-521-6543. Telex 172869 CODATA SUVL. 
In Europe, CONTEL-CODATA, 250 Avenue Louise, 
Box 101,1050 Brussels, Belgium. Telex 65942 CADO-B. 
MULTIBUS is a trademark of Intel Corp. UNIX is a trademark of AT&T Labs 



CALENDAR 
EVENTS 

MARCH 

March 30-April 2 10th West Coast Computer Faire, San Fran¬ 
cisco. Contact: Computer Faire, Inc., 181 Wells Ave., Newton, 
MA 02159. 617/965-8350. 

APRIL 

April 14-18 Associat ion of Computing Machinery, San Francis¬ 
co: “Human Factor in Computing Systems.” Contact: ACM Con¬ 
ference Coordinator, 11 W. 42nd St.. New York, NY 10036. 212/ 
869-7440. 
April 23-26 UNIX Systems EXPO, San Francisco: “EXPO/85.” 
Contact: Computer Faire Inc., 181 Wells Ave., Newton, MA 
02159. 617/965-8350. 

TRAINING 

MARCH 

March 2 AT&T Technologies, Sunnyvale, CA: “Overview of the 
UNIX System.” Contact: AT&T Technologies, Corporate Educa¬ 
tion & Training, PO Box 2000. Hopewell, NJ 08525. 800/221- 
1647. 

March 4 NCR Corp., Chicago, IL: “C Programming.” Contact: 
NCR Customer and Support Education, 101 W. Schantz Avenue, 
Dayton. OH 45479. 800/845-CASE, or in OH. 800/841-CASE. 
March 4 AT&T Technologies, Princeton, NJ: “UNIX System V 
Administration.” Contact: AT&T Technologies, Corporate Edu¬ 
cation & Training, PO Box 2000, Hopewell. NJ 08525. 800/221 - 
1647. 
March 4-5 Intelligent Solution. Atlanta. GA: “UNIX Concepts.” 
Contact: Intelligent Solution. 849 22nd St., Santa Monica, CA 
90403. 213/207-5356. 
March 4-8 Uniq Digital Technologies, Chicago, IL: “The UNIX 
Operating System.” Contact: UDT. Avenue of the Stars, Suite 
400, Los Angeles. CA 90067. 213/277-6288. 
March 4-15 Information Technology Development Corp.. Cin- 
cinatti, OH: “UNIX System Administration.” Contact: ITD, 9952 
Pebbleknoll Dr.. Cincinatti. OH 45247. 513/741-8968. 
March 5-7 Bunker Ramo Information Systems. Trumbull, CT: 
“Diagnostic UNIX.” Contact: Bunker Ramo. Trumbull Industrial 
Park. Trumbull. CT 06611. 203/386-2223. 
March 7-8 Structured Methods Inc., Chicago. IL: “Introduction 
to UNIX.” Contact: SMI. 7 West 18th St.. New York. NY 10011. 
212/741 -7720 or 800/221 -8274. 
March 8 Intelligent Solution, Atlanta, GA: “UNIX Overview.” 
Contact: Intelligent Solution, 849 22nd St., Santa Monica. CA 
90403. 213/207-5356. 
March 11 AT&T Technologies. Sunnyvale, CA: “UNIX System 
Document Preparation Utilities.” Contact: AT&T Technologies. 
Corporate Education & Training. PO Box 2000, Hopewell, NJ 
08525. 800/221-1647. 

March 11 AT&T Technologies. Princeton, NJ: “Internal UNIX 
System Calls and Libraries Using C Programming.” Contact: 
AT&T Technologies. Corporate Education & Training. PO Box 
2000. Hopewell. NJ 08525. 800/221-1647. 
March 11-15 Structured Methods Inc., New York. NY: “UNIX 
System Workshop.” Contact: SMI. 7 West 18th St., New York, 
NY 1001 1. 212/741 -7720 or 800/221 -8274. 
March 13-15 Digital Equipment Corp.. Orlando, FL: “Compre¬ 
hensive Overview of the UNIX Operating System.” Contact: Di¬ 
gital Educational Services, 12 Crosby Drive. Bedford. MA 01 730. 
617/276-4949. 
March 18 AT&T Technologies. Lisle, IL: “UNIX System V Device 
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Drivers.” Contact: AT&T Technologies. Corporate Education & 
Training. PO Box 2000, Hopewell. NJ 08525. 800/221-1647. 
March 18 NCR Corp., Chicago. IL: “UNIX Operating System.” 
Contact: NCR Customer and Support Education, 101 W. 
Schantz Avenue. Dayton. OH 45479. 800/845-CASE, or in OH. 
800/841-CASE. 
March 18 AT&T Technologies, Sunnyvale, CA: “UNIX System V 
Device Drivers.” Contact: AT&T Technologies. Corporate Educa¬ 
tion & Training, PO Box 2000, Hopewell, NJ 08525. 800/221- 
1647. 
March 18 NCR Corp., New York, NY: “UNIX System Administra¬ 
tion.” Contact: NCR Customer and Support Education. 101 W. 
Schantz Avenue, Dayton, OH 45479. 800/845-CASE, or in OH, 
800/841-CASE. 
March 18 AT&T Technologies, Dublin. OH: “UNIX System V 
Administration.” Contact: AT&T Technologies. Corporate Edu¬ 
cation & Training. PO Box 2000, Hopewell, NJ 08525. 800/221 - 
1647. 
March 18-19 Intelligent Solution, Anaheim. CA: “UNIX Con¬ 
cepts.” Contact: Intelligent Solution. 849 22nd St.. Santa Moni¬ 
ca. CA 90403. 213/207-5356. 
March 18-20 Structured Methods Inc.. Washington. DC: “UNIX 
System Internals.” Contact: SMI, 7 West 18th St., New York, NY 
1001 1. 212/741 -7720 or 800/221 -8274. 
March 18-22 Bunker Ramo Information Systems. Trumbull, 
CT: “Introduction to UNIX.” Contact: Bunker Ramo, Trumbull 
Industrial Park. Trumbull. CT 06611. 203/386-2223. 
March 18-29 Information Technology Development Corp.: “The 
C Programming Language.” Contact: ITD, 9952 Pebbleknoll Dr.. 
Cincinatti, OH 45247. 513/741-8968 
March 18-29 Information Technology Development Corp.: “The 
UNIX System.” Contact: ITD. 9952 Pebbleknoll Dr., Cincinatti, 
OH 45247. 513/741-8968 
March 19 AT&T Technologies, Sunnyvale, CA: “Overview of the 
UNIX System.” Contact: AT&T Technologies, Corporate Educa¬ 
tion & Training, PO Box 2000. Hopewell. NJ 08525. 800/221- 
1647. 
March 22 Intelligent Solution, Anaheim, CA: “UNIX Overview.” 
Contact: Intelligent Solution. 849 22nd St., Santa Monica, CA 
90403. 213/207-5356. 
March 25 AT&T Technologies, Princeton. NJ: “UNIX System V 
Device Drivers.” Contact: AT&T Technologies, Corporate Educa¬ 
tion & Training. PO Box 2000, Hopewell. NJ 08525. 800/221- 
1647. 
March 25-26 Structured Methods Inc., Dallas, TX: “Introduc¬ 
tion to UNIX.” Contact: SMI, 7 West 18th St., New York. NY 
10011.212/741 -7720 or 800/221 -8274. 
March 25-29 Specialized Systems Consultants. Bellevue. WA: 
“C Programming Workshop.” Contact: SSC P.O. Box 7, North- 
gate Station, Seattle. WA 98125. 206/367-8649. 
March 27 Specialized Systems Consultants. Bellevue, WA: 
“UNIX for Managers.” Contact: SSC, P.O. Box 7, Northgate Sta¬ 
tion, Seattle, WA 98125. 206/367-8649. 
March 25-29 Bunker Ramo Information Systems, Trumbull. 
CT: “Advanced UNIX.” Contact: Bunker Ramo, Trumbull Indus¬ 
trial Park. Trumbull, CT 06611 203/386-2223. 

APRIL 

April 1-2 Intelligent Solution. Washington. D.C.: “UNIX Con¬ 
cepts.” Contact: Intelligent Solution. 849 22nd St., Santa Moni¬ 
ca. CA 90403. 213/207-5356 or 800/367-0948. 
April 3-4 Intelligent Solution, Washington. D.C.: “Programming 
in C.” Contact: Intelligent Solution, 849 22nd St., Santa Monica, 
CA 90403. 213/207-5356 or 800/367-0948. 
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ANN ARBOR 
INTRODUCESTHE 

XL SERIES: 

A DISPLAY OF 
EXCELLENCE IN 

FORM & FUNCTION 

Product excellence doesn’t happen 

overnight. At Ann Arbor we’ve been 

designing quality terminals for pro¬ 

fessionals for over 15 years. We’ve 

innovated many of the time- and 

eye-saving features you now take for 

granted. And many you don’t, if you’re 

not already an Ann Arbor user. Now 

we’re unveiling another masterpiece: 

Our XL Series of ANSI-Standard 

Terminals. 

Designed with you in mind. 
The real beauty of the XL Series is 
its focus on your comfort. Its fully 

programmable keyboard saves 

you typing time and effort. Its 

dynamically selectable display lets 

you zoom more data onto the screen 

when you want more context, and 

less data when you just want bigger 

characters. With 15-inch or 17-inch 

portrait or landscape screens, offered 

in a full spectrum of phosphors, Ann 

Arbor is easy on your eyes. 

Within the XL Series you’ll find 

displays up to 170 characters per line 

and up to 66 lines per screen. 

With plain English setup lines 

that give you a free hand in feature 

selection. And a whole palette of 

diagnostics and data-line monitoring 
aids to complete the picture. 

There’s an XL for every 
application. 
Start with the Genie+Plus XL to 

meet your basic terminal needs. 

Move to the Ann Arbor Ambassador 
XL when you want a full-page display. 

When words alone no longer tell the 

story, switch to the GXL and add vec¬ 

tor graphics. Finally, when you need 

even more memory and display than 

any other terminal provides, move all 

the way to the Guru® XL. 

Take a closer look. 
Study the specs. View the ergonomic 

design. See for yourself what it is that 

makes the Ann Arbor XL Series the 

state-of-the-art display terminal 
you’ve been looking for. 

For more information, write to 

Ann Arbor Terminals, Inc. at 6175 

Jackson Road, Ann Arbor, Michigan 

48103. Or call313/663-8000. 

Rnn RRBOR 
TERMINALS 



y CALENDAR 

April 5 Intelligent Solution. Washington, D.C.: “UNIX Over¬ 
view.*’ Contact: Intelligent Solution, 849 22nd St.. Santa Moni¬ 
ca, CA 90403. 213/207-5356 or 800/367-0948. 
April 8-12 Structured Methods Inc., New York: “UNIX System 
Workshop.” Contact: SMI, 7 West 18th St.. New York. NY 1001 1. 
212/741-7720 or 800/221-8274. 
April 8-19 Information Technology Development Corp., Cincin- 
atti: “The UNIX System.” Contact: ITD, 9952 Pebbleknoll Dr.. 

Cincinatti. OH 45247. 513/741-8968. 
April 9-11 Bunker Ramo Information Systems, Trumbull, CT: 
“Diagnostic UNIX.” Contact: Bunker Ramo, Trumbull Industrial 
Park. Trumbull. CT 06611. 203/386-2223. 
April 10-12 Specialized Systems Consultants, Bellevue, WA: 
“Hands-On UNIX for Programmers.” Contact: SSC, P.O. Box 7. 
Northgate Station, Seattle. WA 98125. 206/367-8649. 
April 15 NCR Corp., Dayton. OH: “UNIX Operating System.” 
Contact: NCR Corp., CASE-Special Orders, 101 W. SchantzAve., 
Dayton. OH 45479. 800/845-2273 or 800/841-2273. 
April 15-16 Bunker Ramo Information Systems, Trumbull, CT: 
“UNIX/C Applications.” Contact: Bunker Ramo, Trumbull In¬ 
dustrial Park. Trumbull, CT 06611. 203/386-2223. 
April 15-19 Structured Methods Inc., Washington. D.C.: “C 
Language Workshop.” Contact: SMI, 7 West 18th St., New York. 
NY 1001 1. 212/741 -7720 or 800/221 -8274. 
April 17-19 Digital Equipment Corp.. Chicago: “Comprehen¬ 
sive Overview of the UNIX Operating System.” Contact: Digital 
Education Resources. 12 Crosby Drive, Bedford. MA 01730. 
617/276-4949. 
April 18-19 Structured Methods Inc., New York: “Using Lex 
and yacc.” Contact: SMI, 7 West 18th St., New York. NY 10011. 
212/741 -7720 or 800/221 -8274. 
April 18-22 Bunker Ramo Information Systems. Trumbull, CT: 
“Introduction to UNIX.” Contact: Bunker Ramo, Trumbull In¬ 
dustrial Park. Trumbull, CT 06611. 203/386-2223. 
April 22-23 Uni-Ops, San Francisco: “Post-Structural Pro¬ 
gramming.” Contact: Uni-Ops. P.O. Box 27097. Concord. CA 
94527. 415/945-0448. 
April 22-23 Specialized Systems Consultants, Bellevue, WA: 
“I Iands-On UNIX for Non-Technical People.” Contact: SSC, P.O. 
Box 7, Northgate Station. Seattle. WA 98125. 206/367-8649. 
April 22-May 3 Information Technology Development Corp., 
Cincinatti: “UNIX System Administration.” Contact: ITD. 9952 
Pebbleknoll Dr.. Cincinatti. OH 45247. 513/741-8968. 
April 22-May 3 Information Technology Development Corp.. 
Cincinatti: “Advanced C Programming.” Contact: ITD, 9952 
Pebbleknoll Dr., Cincinatti, OH 45247. 513/741-8968. 
April 23-27 Plum Hall. Somers Point, NJ: “Advanced C Topics.” 
Contact: Plum Hall Seminars, 1 Spruce St., Cardiff, NJ 08232. 
609/927-3770. 
April 24 Bunker Ramo Information Systems. Trumbull. CT: 
“UNIX Marketing.” Contact: Bunker Ramo. Trumbull Industrial 
Park. Trumbull. CT 06611. 203/386-2223. 
April 25-29 Bunker Ramo Information Systems. Trumbull. CT: 
“Advanced UNIX.” Contact: Bunker Ramo. Trumbull Industrial 
Park, Trumbull, CT 06611. 203/386-2223. 
April 29-30 Structured Methods Inc., Atlanta: “Introduction to 
UNIX.” Contact: SMI. 7 West 18th St., New York, NY 10011. 
21 2/741 -7720 or 800/221 -8274. 

Please send announcements about training or events of in¬ 
terest to: UNIX Review Calendar. 500 Howard Street. San 
Francisco. CA 94105. Please include the sponsor, date, and 
location of event, address of contact, and relevant back¬ 
ground information. 

Let us prove how Cromemco systems 
can increase your satisfaction 

with UNIX System V. 

Call, or visit, one of our 
Official System Centers today: 

USA 
In Arizona: 

Artemis Computer 
602/957-0469 

Systems Solutions, Inc. 
602 224-0026 

Professional Data 
Systems, Inc. 
602/265-6656 

In California: 

Quintec 
818/889-4819 

American Computer & 
Communications 
415/348-1956 

MCM Enterprises 
415/327-8080 

American Computers & 
Engineers 
213/477-6751 

Kierulff Electronics 
213/725-0325 

Accountability Systems 
714/639-4570 

Excalibur 
916/972-9252 

Kierulff Electronics 
714/278-2112 

Kierulff Electronics 
408/971-2600 

Cromemco, Inc. 
818/346-6690 

In Connecticut: 

Datacraft, Inc. 
203/673-6952 

In Florida: 

Automated Computer 
Systems 
305/594-3819 

Computer Centre 
813/484-1028 

Royal Data, Inc. 
305/267-1960 

In Georgia: 

Cromemco, Inc. 
404/391-9433 

Systems Atlanta 
404 / 928-0240 

Kierulff Electronics 
404/447-5252 

Southern Exchange, Inc. 
404/921-2662 

In Illinois: 

Commercial Data Systems 
309/797-9401 

Computerland 
312/967-1714 

Southern Exchange, Inc. 
404/921-2662 

Alpine Computer 
Center, Inc. 
815/229-0200 

Cromemco, Inc. 
312/934-0650 

Alternate Computer 
Services 
312/893-1992 

In Indiana: 

Memory Bank, Inc. 
312/891-1064 
219/931-0203 

Harbourtown Sales 
317/877-4900 

Microcomputer 
Specialists, Inc. 
219/762-8541 

In Kansas: 

Tradewind Systems 
316/624-8111 

In Louisiana: 

Muse Data Technologies 
504/293-0320 

Standard Systems, Inc. 
318/625-8613 

In Maryland: 

Dynamic Data Processing 
301/657-1211 

In Massachusetts: 

Kierulff Electronics 
617 667-8331 

Cromemco, Inc. 
617/938-7010 

In Michigan: 

United Microsystems 
Corporation 
313/668-6806 

Jepsan Group, Inc. 
616/698-8700 

Automated Business 
Consultants 
313/478-0557 

In New Jersey: 

Kierulff Electronics 
201/575-6750 

In New Mexico: 

South West Computer 
Stores, Inc. 
505/292-6568 

In New York: 

Custom Computer 
Specialists 
516/231-1155 

C.C.S., Inc. 
212/986-7520 

Trexis, Inc. 
914/268-5161 

In Ohio: 

Lucas Office Equipment & 
Service, Inc. 
513/433-8484 

Odyssey Systems, Inc. 
216/526-9933 

(ISIS) Innovative Systems/ 
integrated Software 
419/531-0220 

In Pennsylvania: 

Modular System Design 
412/521-6700 

Marketline Systems 
215/355-5400 

In Texas: 

Kierulff Electronics 
214/343-2400 

Gunn Enterprises 
713/781-6911 

Procomp 
713/266-3648 

Computer Crossroads 
of America 
214/231-6108 

In Virginia: 

SMS Data Products 
703/827-0640 

Business Communications 
Systems 
703/344-5563 

VCA Corporation 
703/281-4666 

In Washington: 

Kierulff Electronics 
206/575-4420 

In West Virginia: 

Systems Support 
304/766-7762 

In Wisconsin: 

Computer World 
414/733-9547 

Bay Tech of Wisconsin, Inc. 
414/846-3038 

Computer World 
414/499-9983 

INTERNATIONAL 
In Austria: 

Ing Stahe GmbH 
222/575-6950 

In Australia: 

Minicomp Software A 
Education 
61-2/ 957-6800 

INTERNATIONAL cont. 
In Australia cont.: 

Micro Data PTY LTD. 
61-9/328-1179 

Insystems P/L 
61-3/690-2899 

In Canada: 

Cro-Corp Computer 
Solutions 
403/286-8459 

D.E. Systems 
613/729-5164 
Future Electronics 
610/421-3251 

In Costa Rica: 

Control Electronico 
506/24-44-44 

In Denmark: 

Merkur Data Services A/S 
45-2/63-01-55 

In England: 

Jarogate Ltd. 
44-1/671-6321 

In France: 

Penaranda Informatique 
56-979618 

In Greece: 

Algorithm Ltd. 
370-1/933-0551/5858 

In Hong Kong: 

Vanda Computer& 
Equipment Co. 
852-3/348702-5 

In Israel: 

Information Systems Ltd. 
03-775111 

In Italy: 

CO.N.I.A. 
39-51/375001 

In Japan: 

Asahi Glass 
81-3/218-5848 

In Mexico: 

Micromex, S.A. de C.V. 
905/687-8886/8913 
905/536-5503 

In Mid-East: 

Multi Media Video, Inc. 
CA USA 
408/727-1733 

National Computer System 
Pakistan 
5156644 

Computer System 
Marketing Center 
Saudi Arabia 
966 2-651-7707 
966/2-653-0580 

In The Netherlands: 

Rocomp B.V. 
31-40/524055 

In Norway: 

Micro Systems A/S 
47-2/41-69-76 

In Scotland: 

Micro Centre Complete 
Micro 
44-31/556-7354 

In Sweden: 

Datroisering Konsulf AB 
46-8/753-3090 

In West Germany: 

Cromemco GmbH 
49-6196/481606 

Digitronic Computer- 
systeme GmbH 
4103 88672/73 

Cosy-X Computer 
Systeme GmbH 
2173/52071 / 72 

Comicro Deutschland 
19-2151/795577 

CE Computer GmbH 
02151-22121 

Anitex Computer 
Systems GmbH 
08142-13091 

Cromemco 
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CROMEMCO COMPUTERS: 
DESIGNED TO MAKE UNIX SYSTEM V 

EVEN BETTER... 

UNIX System V, the new standard in multi¬ 
user microcomputer operating systems, gives you high 

performance features along with the portability and 

flexibility of a standard. 
Cromemco computers can make UNIX System 

V even better. Because our systems are designed with 
UNIX in mind. First of all, we offer UNIX System V 
with Berkeley enhancements. Then, our hardware uses 
advanced features like 64K of on-board cache memory 

and our high speed STDC controller to speed up disk 
operations-very important with UNIX. 

More capability and expandability 

We have a high-speed, 68000-based CPU that 
runs at 10 MHz, coupled with a memory manager that 
uses demand-paging and scatter loading to work with 

UNIX, not for it. 
We provide room for expanding RAM to 16 

megabytes-with error detection and correction-for 

running even the most sophisticated and advanced 
microcomputer programs. And the power to accom¬ 

modate up to 16 users-all with plenty of memory. 
But we give you even more. 
A complete solution 
We give you a choice in systems: the System 

100 series, expandable up to 4 megabytes of RAM, and 

the System 300 series, expandable to 16 mega¬ 
bytes. A high speed 50 
megabyte hard disk drive 

is standard on the sys¬ 
tems. And you can ex¬ 
pand the hard disk 
capacity up to 1200 
megabytes using stan¬ 
dard SMD drives. You 

can add floating point 
processing. High resolution 

graphics. Video digitizing and 
imaging. Communications through 

standard protocols. Mainframe interface. 

And software support is here to meet your 

needs. We offer major programming languages, data¬ 

base management systems, communications software, 
including SNA architecture, X25 protocol, and Ethernet; 
even a program to interface to an IBM PC if you need to. 
And, of course, access to the broad range of standard 
UNIX applications programs that is growing dramat¬ 
ically every day. 

Easy to use. 

We also make our systems easier to use, 
because we install the operating system before we 
ship your computer. No complicated installation pro¬ 
cedures. And the Berkeley enhancements give you 

the standard UNIX System V operating system, 
but with the added convenience of these widely 
acclaimed improvements. 

Cromemco’s System 100 and System 300 
computers: designed to be the highest performance 
UNIX systems available anywhere. 

Just call or visit one of our UNIX System V 

Official System Centers to see for yourself. They 11 
also give you a copy of our new publication, “What 
you should know before you buy a UNIX system.” 
Or contact us directly. 

We’ll be glad to show you how to get a 
better UNIX system. 

Corporate Headquarters: Cromemco, Inc., 
280 Bernardo Avenue, P.O. Box 7400, Mountain 
View, CA 94039. (415) 969-4710. In Europe: 

Cromemco 
GmbH, 6236 
Eschborn 1, 
Frankfurter Str. 

33-35, P.O. 5267, 

Frankfurt Main, 
Germany. 

UNIX is a trademark of Bell Laboratories. 
IBM is a trademark of International Business Machines Corp. 
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“R WORD is an excellent program. It is one of the easiest, 
yet full-featured, word processors I have ever used.” 
Bob Woodard of the University of 

Iowa continues in his letter to us 
about R WORD, “It beats the heck out 
of the word processing package avail¬ 
able with our machine. R WORD is 
definitely the favorite of the people 
who have tried it.” 

We’ve received many letters like 
Bob Woodard’s, praising the R Family 
of Office Automation Software. Now, 
we’d like you to meet R Family — 
three programs which are powerful, 
easy-to-use, well-documented, cost- 
effective, and supportable. And 
they’re designed for single-users, 
multi-users, and multi-computer 
users. 

R Office Manager 
Suggested List $295 

R Office Manager is the most power¬ 
ful organizational and managerial 
package available. It consolidates and 
streamlines the basic office functions 
of today’s complex corporate environ¬ 
ment. R Office Manager coordinates 
phone messages, calendars, calcula¬ 
tions, things-to-do lists, messages, 
names and addresses, and more. 

R WORD II 
Suggested List $895 

R WORD II is designed for a pro¬ 
duction word processing environment 
which requires full-featured word 
processing, yet R WORD II offers 
amazing simplicity of use. Features 
include Help Menus, Cursor Controls, 
Editing Functions, Formatting, Three- 
Level File Structure, Printing Fea¬ 
tures, Mail Merge, Default Set Up, and 
Utility Functions. 

The program also offers Global 
Search and Replace, Directories, 
Spelling Checker, Table Math, Head¬ 
ers and Footers, Automatic Table of 
Contents, Automatic Paragraph 
Numbering, Document Assembly, 
and much more. 

R WORD III 
Suggested List $ 1295 

R WORD III offers all the features of 
R WORD II and R Office Manager, plus 
complete data base, file management, 
and report generation features which 
allow you to integrate any information 
found in other programs on your 
computer. 

l-(800) 527-7610 
Call us toll-free for more information 

about R Family. We are currently 
ported to and shipping R Family pro¬ 
grams on the Tandy Model 16, NCR 
Tower + XP, Apple Lisa, Pixel, 
Plexus, and Altos 68000. Additional 
UNIX and XENIX ports are occurring 
weekly. We are also shipping for all 
MS-DOS and PC-DOS operating 
systems. Manufacture, distributor, 
dealer, national account, and porting 
inquiries are invited. 

When you select word processing, 
office management, and office auto¬ 
mation software, consider the benefits 
of R Family. This one set of programs 
can satisfy single-user, multi-user, 
and multi-computer requirements. 
R Family offers you consistency, 
versatility, and supportability, as 
well as the benefits of transportability 
and connectivity. 

The R Family - single and multi¬ 
user office automation software: 

DOS • UNIX • XENIX 
COS • DX10 • DNOS 
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UNIX HORSEPOWER! 
There are a lot of UNIX based systems on the market today 
claiming to be "SUPERMICROS". But do they really have 
what it takes to run multi-user UNIX well? The IBC ENSIGN™ 
does and here's why: 

FAST MEMORY: No computer running at any clock speed 
can run faster than it's overall memory design. The ENSIGN 
has up to 8MB of 120nsec memory with dual bit error 
correction. With IBC's proprietary memory management, 
all of this memory runs with no wait states as fast as the 
68000 CPU will go. Compare this to other systems running 
only small cache memories at full speed. Other multiple 
user systems cannot load all their programs into a small 
cache memory. Their systems slow down considerably 
under a heavy multi-user load. 

INTELLIGENT SERIAL I/O CONTROLLER: Even the fastest CPU 
will slow down when it's trying to handle interruptions from 
multiple on-line users. The ENSIGN provides slave serial I/O 
CPU's and FIFO buffering for both input and output. The 
result is the ENSIGN'S ability to support up to 32 users, with 
heavy serial I/O demand, while leaving the main 68000 
CPU free to run with little serial I/O overhead. 

INTELLIGENT DISK CONTROLLER AND HIGH PERFORMANCE 

DISK DRIVES: The ENSIGN has a slave CPU to handle all disk 
operations, plus 16K of disk buffering. IBC's proprietary disk 
DMA allows high speed data transfer to main memory 
without slowing down the main CPU. Further, the ENSIGN 

supports SMD type 8" hard disks with much faster seek 
times and transfer rates than 5%" hard disks usuallyfound 
in personal desk top computers. 

THE RESULTS: The IBC ENSIGN runs multi-user UNIX at 
performance levels not attainable by other supermicros. 

Call IBC and get a copy of 
IBC's multi-user bench¬ 
marks—benchmarks that 
test 8 users running large CPU 
programs, with heavy disk 
I/O and heavy serial I/O 
simultaneously. You'll find 
that nothing can compare t( 

If you want to run multi-user UNIX on a high performance 
system with up to 32 users, 8MB memory, and over 1,000MB 
disk storage, see the IBC ENSIGN. 

Xfltyinlegrated Business Computers 

21621 Nordhoff Street 
Chatsworth, CA 91311 
(818)882-9007 
Telex No. 215349 

UNIX Is a trademark of Bell Laboratories 
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